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This paper provides empirical evidence that distinguishes between alternative conceptualizations of the risky decision making process. Two studies investigate whether cross-situational differences in choice behavior should be interpreted in the expected utility framework as differences in risk attitude (as measured by risk-averse vs. risk-seeking utility functions) or as differences in the perception of the relative riskiness of choice alternatives as permitted by risk-return interpretations of utility functions, leaving open the possibility of stable cross-situational risk preference as a personality trait. To this end, we propose a way of assessing a person's inherent risk preference that factors out individual and situational differences in risk perception. We document that a definition of risk aversion and risk seeking as the preference for options perceived to be more risky or less risky, respectively, provides the cross-situational stability to a person's risk preference that has eluded more traditional definitions. In Experiment 1, commuters changed their preferences for trains with risky arrival times when the alternatives involved gains in commuting time rather than losses. However, changes in preference coincided with changes in the perception of the riskiness of the choice alternatives, leaving the perceived risk attitudes of a majority of commuters unchanged. Experiment 2, a stockmarket investment task, investigated changes in risk perception, information acquisition, and stock selection as a function of outcome feedback. Investors' stock selections and their perception of the risk of the same stocks were different in a series of decisions in which they lost money than in a series in which they made money. As in Experiment 1, differences in choice and in risk perception were systematically related, such that the majority of investors had the same preference for perceived risk in both series of decisions. Our results provide empirical support for the usefulness of recent risk-return conceptualizations of risky choice (Bell 1995, Jia and Dyer 1994, M. Weber and Sarin 1993).
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1. Introduction

The ability to classify individuals on the basis of stable personality traits that have predictable managerial implications is important in personnel selection and placement as well as training. One such trait is risk preference, defined on a continuum from risk avoiding to risk seeking. Managerial folklore has it that risk taking is associated with personal and corporate success, an assumption that has received some empirical support (MacCrimmon and Wehrung 1986, 1990). Two problems have marred the notion of risk preference as a personality trait. First, different methods of measuring risk preference have been shown to result in different classifications (Slovic 1964, MacCrimmon and Wehrung 1990). Second, even with the same assessment method, individuals have not shown themselves as consistently...
risk seeking or risk avoiding across different domains and situations, both in laboratory studies and in managerial contexts (MacCrimmon and Wehrung 1986, 1990, Payne, Laughhun and Crum 1980, Schoemaker 1990). Schoemaker (1993) argued that risk preference as a stable individual-difference construct, i.e., as a variable that does not change across different stimulus domains or contexts, may not be detectable when looking at people's choices, because it is masked by a number of situational factors, for example, portfolio considerations or intertemporal effects. In this paper we argue that the fact that situational variables may affect people's choices under risk does not necessarily mean that stable individual differences in risk preference cannot be measured.

In §2, we describe the conceptualization and role of risk preference under two prominent frameworks for decision making under risk. In the expected utility (EU) framework, risk preference is operationalized as risk attitudes that are descriptive labels for the shape of the utility function presumed to underlie a person's choices. Choice of a sure amount of money over a lottery with equal expected value would classify a person as risk-averse, but the quantification of risk and risk attitudes play at most a minor role in the EU framework. In contrast, risk and risk preference are central to the other major theoretical framework for decision making under risk, namely the risk-return (also referred to as risk-value) framework, prevalently encountered in the theory of finance. Some theorists consider risk-return tradeoff models "more intuitively satisfying than expected utility" (Bell 1995, p. 3). Sarin and M. Weber (1993, p. 148) describe the "intuitive appeal of risk-value models" as the fact that they require that "choice should depend on the riskiness of the gamble and its value." In the risk-return framework, (i) expected return is usually assumed to be the measure of value, (ii) riskiness is measured differently by different models, (iii) greater value and lower risk are assumed to be more desirable, and (iv) an investor's preference for (or attitude towards) risk is assumed to determine his or her risk-value tradeoff.

To the extent that both EU and risk-return models provide rational conceptualizations of decision making under risk, they ought to be compatible with each other. Several researchers have worked out the correspondence between specific models in the two frameworks. Early risk-return models equated risk with variance, a formalization that is compatible with a quadratic utility function (Levy and Markowitz 1979). Recent work has shown that a broad range of utility functions have a risk-return interpretation, with different utility functions implying different measures of risk (Bell 1995, Jia and Dyer 1995, Sarin and M. Weber 1993). One way of determining whether risk-return models are indeed intuitively more attractive formalizations of the choice process, i.e., whether they come closer to the way people think about risky decisions, would be to see whether people's perception of the riskiness of choice alternatives corresponds to the risk measure inherent in the utility function that describes their judgments. It is an empirical question whether investors' introspection into their perception of risk would be accurate enough to be fit to the specific functional forms of the various risk measures suggested in the literature. However, one might expect the following, more qualitative, prediction to hold if the risk-return decomposition of utility functions indeed comes closer to describing the choice process. If situational determinants affect choice behavior such that choice is described by qualitatively different utility functions, there should also be some detectable effect on the perceived riskiness of the choice alternatives in the two situations. In this paper we describe two empirical tests of this proposition.

In §3, we review the evidence that people's perceptions of the riskiness of choice alternatives are not always captured by conventional risk indices and can differ significantly from individual to individual. Furthermore, the perceived riskiness of a choice alternative seems to depend on a person's reference point, which can be manipulated in a variety of ways that include outcome framing (Schurr 1987) and the outcome history of preceding decisions (Bottom 1990). In conjunction with risk-return conceptualizations that allow for differences in the measure and, by extension and implication, in the perception of risk, such results suggest that differences in risky choice should not automatically be interpreted as the result of changes in people's perception for risk, but may also, at least partially, be the result of changes in their perception of the risks.

Distinguishing between changes in risk perception and changes in risk preference is important for our understanding of the underlying processes that may drive suboptimal choice behavior. Hausch, Ziamba and
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Rubinstein (1981), for example, demonstrated market inefficiencies in racetrack betting by providing a strategy for place and show bets that produced substantial profits when tested on data from two racetracks. Speculating about reasons for the observed choice pattern, i.e., increased preference of gamblers for longshots after repeated losses, they provided a utility-function explanation (convex functions with increasing absolute risk aversion), and a more psychological explanation about the ego satisfaction of being one of a small number of people who correctly predicted a winner which cannot be had by betting on favorites. These explanations, however, beg the question of why gamblers' risk attitudes or ego-satisfaction should change over the course of the racing day. A risk-return decomposition of the changing utility functions allows for an alternative interpretation, namely that the perception of what constitutes a risky option may change as a function of outcome feedback. According to this interpretation, betting behavior changes not because of changes in risk preference, but because of changes in the perception of what constitutes a risky horse. For purposes of decision aiding or remediation of suboptimal choice behavior it is crucial to know which of these mechanisms determines observed changes in choice. If changes in risk perception are the driving force, then effective remediation should target cognitive processes, with information aimed at more realistic risk perception. If changes in risk preference are the driving force, then intervention needs to target people's emotional responses. Cooper, Woo and Dunkelberg (1988) provide further evidence for the necessity of differentiating between differences in risk perception and risk attitude. They found that the factor that differentiated entrepreneurs from other managers were not a greater preference for risks but instead an overly optimistic perception of the risks involved. For an outside observer who perceives risks more realistically, it may appear that entrepreneurs have a propensity to engage in risky ventures. However, when differences in risk perception are factored out, entrepreneurs have demonstrated a preference for tasks in which the risks are only moderate (Brockhaus 1982).

The possibility that situational differences in risky choice may be due to differences in the perception of risk brings us back to our first topic of discussion, namely risk preference as a stable personality trait. Sitkin and Pablo (1992) distinguish between risk propensity (defined as the observed likelihood of a person taking or avoiding risk, where risk is defined in some objective way) and risk preference (defined as the character trait of being attracted or repelled by risk) and argue that people's inherent risk preference in combination with situational factors determines their risk propensity, i.e., their observable level of risk seeking or avoiding, revealed for example by the shape of the underlying utility function. In §2 we build on this distinction and hypothesize that situational variables such as outcome framing or prior outcome history will affect people's risk perception but not their inherent risk preference. If so, then it is possible to infer people's inherent risk preference from their choices by factoring out their perception of the relative riskiness of the choice alternatives. We test in two studies whether this measure of perceived risk attitude, assumed to be a proxy for inherent risk preference, does indeed show greater cross-situational consistency than conventional measures of risk attitude.

To this end, we selected two situational manipulations known to result in qualitative differences in choice behavior. Section 4 presents the results of an experimental study of commuter preferences for trains with risky arrival times, designed to take advantage of Kahneman and Tversky's (1979) reflection effect, i.e., the tendency of choices to appear risk-averse in the gain domain and risk-seeking in the loss domain. As expected, respondents picked different alternatives when choosing trains from pairs of alternatives that both involved gains than when choosing trains from pairs of alternatives that both involve losses. However, in addition to changes in choice, we also observed changes in the perception of the alternatives' relative riskiness. As a result, inherent risk preference operationalized as perceived risk attitudes, where risk seeking/avoidance was defined as a person's preference for alternatives perceived as more/less risky, was the same in the loss as in the gain domain for the majority of commuters, even though choices reflected.

1 There are explanations for changes in aggregate choice patterns that have nothing to do with changes in the choice behavior of individual gamblers, but postulate changes in the composition of the aggregate. To eliminate the possibility of such arguments, we observed behavior at the individual subject level in the studies reported in this paper, and manipulations were done on a within-subject basis.
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The other manipulation documented to result in differences in risky choice is previous outcome history. Section 5 reviews the literature on the effects of task success and failure on subsequent performance. Section 6 describes Experiment 2, a computer-based stockmarket investment task, that examined the effects of task success vs. failure on information acquisition, risk perception, and investment choices over a series of decisions, making it possible to track gradual changes in choice and attribute them to either changes in risk perception or changes in inherent risk preference.

Section 7 summarizes the theoretical insights as well as practical implications for the dynamics of risky decision making that emerge from the two experiments. Consistent with psychological implications of risk-return decompositions of utility functions, variables that affect the utility function describing choice also seem to affect the implicit measure and conscious perception of the riskiness of choice alternatives. Allowing perceived risk to differ as a function of the situation makes it possible for people's inherent risk preferences to be constant, even though choices and utility functions change.

2. Definitions of Risk Preference

2.1. Traditional Risk Attitudes

In the expected utility framework, risk preference is operationalized as risk attitudes which are derived from people's choices. Risk attitudes describe the shape of the utility function derived from a series of such choices. The Arrow (1971)–Pratt (1964) measure of risk attitude, for example, is defined as \(-u''(x)/u'(x)\), where \(u'\) and \(u''\) denote the first and second derivative of the utility function \(u\), respectively. A concave utility function is evidence for risk aversion (because individuals with such utility will accept certainty equivalents below the expected value of a lottery), whereas a convex utility function is evidence for risk seeking. "Risk attitude" is a descriptive but redundant label for the shape of a utility function. Changes in risky choice are modeled as changes in the utility function hypothesized to underlie the choices. Operationalized as the shape of utility functions in the EU framework, risk preference has shown little within-subject consistency across domains and situations (MacCrimmon and Wehrung 1986, Schoemaker 1990) Kahneman and Tversky (1979) extended expected utility theory by allowing for the evaluation of outcomes as gains or losses relative to some reference point, but still defined risk attitudes by the shape of their value function. Prospect theory risk attitudes also have been shown to reflect from risk aversion in the gain domain to risk seeking in the loss domain.

2.2. Relative Risk Attitudes

Dyer and Sarin (1982) suggested a different definition of risk preference and a different procedure for assessing it. Their introduction of the concept of relative risk attitude was an attempt to separate marginal value for outcomes from attitudes towards uncertainty, two factors that are confounded in the expected utility framework. As illustrated in Figure 1, the concave ("risk-averse") utility function shown in the bottom panels can result from the combination of decreasing marginal value for money, where marginal value is assessed in a riskless context (top left panel), and a linear attitude towards uncertainty, i.e., no difference between utility assessed in a risky context and marginal value assessed in a riskless context (middle left panel). The same concave ("risk-averse") utility function can also result from the combination of constant marginal value for money (top right panel), and a negative attitude towards uncertainty (middle right panel). Dyer and Sarin (1982) hypothesized that differences in risk preference in the expected-utility sense observed in different domains may actually be the result of differences in marginal value in those domains. This allows for the possibility that an individual's relative risk attitude, i.e., his or her preference for risk or uncertainty per se, may remain unchanged and thus may be a candidate for a stable personality trait. The assessment of a person's relative utility functions, as in the currently popular class of rank-dependent utility models (Luce and Fishburn 1991, Tversky and Kahneman 1992) Similar to EU risk attitudes being only descriptive labels of the shape of the underlying utility functions, the labels given to different rank-dependent probability weighting functions (e.g., optimism or pessimism) are only descriptive labels for the shape of the probability weighting function derived from choices, rather than independently assessed psychological states or traits.
Figure 1  Decomposition of EU (u(x)) into Marginal Value (v(x)) and Relative Risk Attitude (u(v(x)))
risk attitude is still indirect, i.e., is derived from the assessment of a utility function \( u \) and a riskless marginal value function \( v \). After partialling out any nonlinearity in the utility function that is the result of nonlinear marginal value for increases in outcomes (i.e., the result of a nonlinear \( v(x) \)), relative risk attitude is defined as \(-u''(v(x))/u'(v(x))\), and contains the remaining nonlinearity that reflects a person's preference for risk per se.

Keller (1985) compared people's Arrow–Pratt measure of risk attitude (inferred from their choices in various decision domains) to their relative risk attitude (inferred from choices and marginal value functions). She found that the two agreed in only a small number of cases, which supports the usefulness of disentangling attitude towards uncertainty from nonlinear marginal value. While relative risk aversion was the majority attitude, i.e., most people preferred certainty after factoring out nonlinearities in their riskless marginal value functions, it was far from universal. When comparing the relative risk attitudes of individuals across different decision domains, people did not show any more cross-domain consistency in relative risk attitudes than for the Arrow–Pratt measure. Thus, relative risk attitudes did not provide a measure of risk preference that was any more stable across situations than conventional risk attitudes.

2.3. Perceived Risk Attitudes
Looking at the relationship between risk perception and choice provides yet another way of measuring an individual's risk preference. The definition of risk preference in this section involves the question whether, ceteris paribus, a decision maker has a tendency to be attracted or repelled by alternatives that he or she perceives as more risky over alternatives perceived as less risky. Weber and Bottom (1989) proposed this definition, labeling it "perceived risk attitudes" because it relates risk perception to choice behavior, and operationalized it by the following assessment procedure. Given a set of monetary lotteries with equal expected value (in their case, 28 pairs of monetary lotteries), individuals who consistently chose the lottery in a given pair that they judged to be riskier (less risky) were labeled "risk seeking" ("risk averse"). Consistency can be defined in different ways. Weber and Bottom (1989) did it statistically, by means of a sign test. People's perceived risk attitudes for a set of positive-outcome lotteries were compared to their perceived risk attitude for the corresponding negative outcome set (i.e., lotteries where each positive outcome had been changed to a negative outcome of the same absolute value). Even though choices reflected for most subjects in the direction predicted by prospect theory (Kahneman and Tversky 1979), perceived risk attitudes were quite stable across the two domains. 76% of all subjects were either perceived risk averse or risk neutral for both sets of lotteries, where risk aversion refers to the consistent choice of lotteries judged to be less risky. Only one person with average perceived risk attitudes for the positive-outcome lotteries displayed perceived risk seeking for the negative-outcome lotteries.

The three operationalizations of risk preference described in this section are compared in Experiment 1 (§4), with the result that perceived risk preference showed significantly greater cross-situational stability than either risk preference defined in the EU sense or relative risk preference. The purpose of the comparison is not to argue that any of the definitions is inherently superior to the others. To the extent that the three definitions do not lead to the same classification of people with respect to risk preference, it seems advisable, however, to give them different labels. It is perfectly legitimate, for example, to have a descriptive label for the convexity or concavity of a utility function that describes choice, as long as not more is read into the label. To use the terms "risk seeking" and "risk avoiding" as labels may, however, invite the misunderstanding that some causal connection between risk attitude and choice is implied and/or that the choice behavior is influenced by some stable personality trait.

3. Individual Differences and Situational Changes in Risk Perception
The main definition of risk in the Oxford English Dictionary describes it as "a chance of injury or loss." This definition leaves open the relative contribution of the two risk factors implicit in it, namely the magnitude of potential losses and their chances of occurring. The
variance of the distribution of possible outcomes is one way of combining these two components, but one that has frequently been found to have only marginal influence on people's choices or risk judgments (Slovic 1967). As discussed below, the relative emphasis people put on probability vs. magnitude of outcomes when judging risk can vary as a function of demographic characteristics associated with wealth levels. In addition, reference levels affect risk perception, for example disaster levels of loss exposure that would lead to bankruptcy, and there is evidence of aversion on part of some managers against projects that might result in any loss at all (Swalm 1966). A component of risk completely ignored by the dictionary definition that emerges in definitions of risk provided by members of the general public (Slovic 1987) as well as top-level executives (March and Shapira 1987) is the controllability of the loss exposure. Finally, college students as well as manager also seem to incorporate a sense of balance between possible losses and gains into their judgments of the riskiness of options (Weber and Bottom 1989; MacCrimmon and Wehrung 1986, p. 18).

Motivated by the potential ambiguity of the concept of risk, there is a large literature on descriptive models of perceived risk (see Weber 1988, and Sarin and M Weber 1993, for reviews). This literature questions the assumption that risk is an immutable attribute of a decision alternative that is perceived the same way by different decision makers. Weber, Anderson and Birnbaum (1992), for example, plotted people's risk judgments for a set of monetary lotteries against their corresponding attractiveness judgments and classified respondents into two groups, those for whom risk and attractiveness judgments were linearly related (the greater the risk, the smaller the attractiveness) and those for whom no functional relationship existed between risk and attractiveness judgments. Analyses of variance revealed that people in these two groups differed in their perceptions of the riskiness but not of the attractiveness of the choice alternatives. In particular, people in the two groups differed in the degree to which their risk judgments were affected by the probability of negative outcomes. In a study that looked exclusively at risk judgments, Weber (1988) found individual differences also in the effect of the magnitude of positive and negative outcomes on the perceived risk of money lotteries, with individual difference being a function of respon-
Table 1

<table>
<thead>
<tr>
<th>EU Risk Attitude</th>
<th>Averse</th>
<th>Seeking</th>
<th>Neutral</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averse</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Seeking</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Neutral</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Mixed</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

24 13 9 8

Same Classification = 21/54 = 39%

(b) Loss Domain

<table>
<thead>
<tr>
<th>EU Risk Attitude</th>
<th>Averse</th>
<th>Seeking</th>
<th>Neutral</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averse</td>
<td>13</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Seeking</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Neutral</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Mixed</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

22 14 14 4

Same Classification = 29/54 = 54%

Note: Boldfaced frequencies are commuters for whom both measures of risk attitude led to the same classification.

described in §2: (i) EU risk attitudes that describe the shape of commuters’ single-attribute utility function for time savings and losses, (ii) relative risk attitudes that describe their attitudes towards uncertainty, and (iii) perceived risk attitudes that describe their preference for trains perceived to be more or less risky. For each definition of risk preference, we examined its consistency across loss vs. gain decisions. For maximum statistical power and experimental control, all comparisons were within-subject.

4. Experiment 1: Risk Attitudes in Commuting Preference

Fifty-four members of the University of Chicago community participated in a study advertised as Consumer Research about Commuting Preferences. Participants were required to have personal experience with commuting to the university by train. A questionnaire was administered in personal interviews, taking on average an hour to complete. Participants were paid for their participation at an hourly rate of $6 to encourage careful answers. Commuting time was chosen as the stimulus dimension for its realism, i.e., participants who had first-hand experience with it could be found. Furthermore, it was chosen as a domain in which one might find people with both risk-seeking as well as risk-averse preferences, providing for more interesting and generalizable results. Finally, it made our results comparable to those of Keller (1985) who used commuting time as one of her scenarios when comparing expected-utility and relative risk attitudes.

4.1. Procedure

Part I of the questionnaire assessed each person’s riskless marginal value function for longer or shorter commuting times. Respondents were told to assume that they currently had a 60 minute commute for which they were paying $3. They were then asked how much they would be willing to pay for a train ride that was either 5, 10, 15, 20, 30, or 40 minutes faster or slower than their current commute, keeping in mind the current price of $3 for the 60 minute ride.

Part II of the questionnaire assessed each person’s utility function for commuting times in both the gain domain (faster trains) and the loss domain (slower trains), using the lottery-equivalence method for its elimination of potentially distorting effects of certainty (McCord and Neuvilfe 1986). Respondents provided the probability $q$ that would make them indifferent between a train connection with an arrival time that was 40 minutes faster (slower) than the status quo of 60 minutes, and a train connection that arrived either 5, 10, 15, 20, or 30 minutes faster (slower) with probability 0.80. The probabilistic nature of arrival time of trains was explained as the chance of making different transfer connections.

Part III of the questionnaire assessed perceived risk attitudes. Respondents made pairwise comparisons with respect to preference and, at a later point, with respect to risk for 12 pairs of trains in both the gain domain, where all arrival times were faster than or equal to their current commuting time of 60 minutes, and the loss domain (identical in absolute value to the gain options, but where all arrival times were slower than or equal to their current commuting time). The probabilistic nature of arrival time of trains was again
explained as the chance of making different transfer connections when changing trains downtown. Preference judgments were elicited by presenting two train connections with risky arrival times (e.g., Option A which offered a .3 chance of getting them to their destination 40 minutes faster than the status quo and a .7 chance of no change vs. Option B which offered a .5 chance of getting them to their destination 15 minutes faster than the status quo and a .5 chance of getting them there 10 minutes faster. Respondents were asked which option they preferred. Indifference judgments were also allowed. At a different point in time (with the order of tasks counterbalanced), respondents were shown the same pairs of train options in a different random order and were asked which option in each pair they considered riskier. Risk was left undefined, and the response “both options equally risky” was also allowed. The choice pairs consisted of trains with equal expected value but different variances in arrival time. Possible arrival times ranged from 50 to 40 minutes faster (or slower) than the status quo, i.e., were within the same range of arrival times for which utility and riskless value functions were assessed in Parts I and II. Probability levels ranged from 0.10 to 0.95 and were all multiples of 0.05. The expected values of the arrival time of trains ranged from 4 to 27.5 minutes faster (slower) than the status quo of 60 minutes.

4.2. Results

Following the logic and procedures detailed in Dyer and Sarni (1982) and Keller (1985), we derived individuals’ riskless marginal value functions \( v(x) \) for increases or decreases in commuting time from their responses to Part I, and utility functions \( u(x) \) for increases or decreases in commuting time from their responses to Part II of the questionnaire. Keller (1985) fitted particular parametric functions to the responses of her respondents. We were primarily interested in the qualitative shape of people’s utility \( u(x) \) and relative-risk-attitude functions \( u(v(x)) \) in order to classify them as risk averse or risk seeking in either the EU sense or the relative-risk-attitude sense. Thus we simply plotted each individual’s responses to the questions of Part II against the corresponding objective increases or decreases in commuting time \( x \) and classified the resulting utility function \( u(x) \) visually as either approximately linear, concave, convex, or mixed (i.e., varying in concavity and convexity over its range). Those shapes allowed us to classify individuals as either risk neutral, risk averse, risk seeking, or varying in risk attitude in the EU sense. The observed frequencies of these classifications are shown in the marginal row totals of Table 1. We similarly plotted people’s responses to the questions of Part II against their marginal value for increases or decreases in commuting, i.e., against their \( v(x) \) as assessed in Part I of the questionnaire. The shape of the resulting function \( u(v(x)) \) was visually classified into the same categories as described for \( u(x) \). The observed frequencies of the different relative-risk-attitude classifications are shown in the marginal column totals of Table 1. Our results were quite similar to those of Keller (1985) for savings in commuting time. The majority of people were classified as risk seeking for gains and risk averse for losses, when risk attitudes were defined as labels of the shape of their utility function for gains and losses in commuting time. For relative risk attitudes, on the other hand, the majority of commuters was classified as risk averse for both time gains and time losses.

The cross-classification of EU risk attitudes and relative risk attitudes in Table 1 shows that the two were the same for some people, i.e., for 39% of respondents in the gain domain and for 54% in the loss domain. For these people, the shape of their utility function was the result of their attitude towards uncertainty rather than the result of nonlinear marginal values for increases or decreases in commuting time, as in the right panels of Figure 1. For the remaining individuals, however, the two measures of risk attitude led to different classifications, indicating that the shape of their utility function was determined at least partly by nonlinear marginal values for increases or decreases in commuting time and only partly by their attitudes towards uncertainty. For example, individuals with a convex utility function \( u(x) \) and a concave relative risk function \( u(v(x)) \) in the domain of gains, had a convex marginal value function \( v(x) \) for gains in commuting time.

Relative risk attitudes were also more consistent across the gain and loss domain than EU risk attitudes.

4 These classifications were done by two independent raters, who arrived at the same judgments 97% of the time. Discrepancies were resolved by discussion between the raters.

5 Keller did not consider losses.
when the consistency check was done on an individual-subject basis, as shown in Table 2. The percentage of respondents who had the same risk attitude in both the gain and loss domain was 22% for EU risk attitudes (Table 2a), but 37% for relative risk attitudes (Table 2b).

Of main interest was the third classification of risk attitude: people's perceived risk attitudes, i.e., their preference for train connections perceived to be the riskier or less risky member of a pair. Table 3 shows the

Table 2 Classification of Commuters by Risk Attitudes in Gain and Loss Domain

(a) EU Risk Attitudes

<table>
<thead>
<tr>
<th>Gain Domain</th>
<th>Loss Domain</th>
<th>Averse</th>
<th>Seeking</th>
<th>Neutral</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Seeking</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>Neutral</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Mixed</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

Same classification in both domains = 12/54 = 22%

(b) Relative Risk Attitudes

<table>
<thead>
<tr>
<th>Gain Domain</th>
<th>Loss Domain</th>
<th>Averse</th>
<th>Seeking</th>
<th>Neutral</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>10</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>Seeking</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>Neutral</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Mixed</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

Same classification in both domains = 20/54 = 37%

(c) Perceived Risk Attitudes

<table>
<thead>
<tr>
<th>Gain Domain</th>
<th>Loss Domain</th>
<th>Averse</th>
<th>Seeking</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>19</td>
<td>0</td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>Seeking</td>
<td>1</td>
<td>12</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>Neutral</td>
<td>5</td>
<td>0</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

Same classification in both domains = 41/54 = 76%

Note: Boldfaced frequencies are commuters with the same classification in both the gain and loss domain.

Table 3 Cross-Classification of Preferences and Relative Risk Judgments for Choice Pairs

<table>
<thead>
<tr>
<th>Loss Domain</th>
<th>Gain Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risker</td>
<td>Prefer H L H = L</td>
</tr>
<tr>
<td>H 147 134</td>
<td>28 395</td>
</tr>
<tr>
<td>54 0 34</td>
<td>18 648</td>
</tr>
</tbody>
</table>

Perceived Risk Averse Choices = (351 + 18)/648 = 57%
Perceived Risk Averse Choices = (187 + 164)/648 = 57%

Perceived Risk Seeking Choices = (147 + 25)/648 = 27%
Perceived Risk Seeking Choices = (183 + 35)/648 = 34%

Notes: "H" refers to the risk prospect with the higher variance and "L" to the risky prospect with the lower variance in each pair. "H = L" indicates indifference in choice and/or a judgment of equal riskiness. Cell frequencies reflect counts across 54 subjects and 12 item pairs in each domain.

frequencies with which respondents selected the higher variance (H) or lower variance (L) member of a pair as the riskier or more preferred train, in both the loss and gain domain. When considering just the preferences, a picture similar to that described by the EU risk attitudes in Table 1 emerges. The majority of choices in the loss domain (403 out of 648, or 62%) are for the train with the lower variance in arrival time (L), i.e., appear to be risk-averse, whereas in the gain domain the majority of choices (395 out of 648, or 61%) are for the train with the higher variance in arrival time (H), i.e., appear to be risk-seeking.

This picture changes, however, when risk perception is factored in, i.e., when we look at perceived risk attitudes. As shown in Table 3, the higher-variance train is considered the riskier train in 551 out of 648 judgments (85%) in the loss domain. In the gain domain, however, 219 out of the 648 judgments (34%) declare the train with the lower variance in arrival times to be the riskier one. For these judgments, variance clearly is not the decisive determinant of risk. Consistent with the convex marginal value function shown by some commuters in the domain of gains, those commuters found more risk in the smaller opportunities for substantial savings in commuting time that come with the smaller variance in

MANAGEMENT SCIENCE/Vol 43, No. 2, February 1997
arrival time of the L-trains than in the greater unpredictability that comes with higher variance in arrival time of the H-trains. In other words, when all arrival times were faster than the current status quo (i.e., when there was no apparent downside), high variance did not appear to be a concern for all commuters. Instead, aspiration levels set by the potentially large savings in arrival time possible with the H-trains appeared to affect perceptions of the riskiness of trains for these commuters. On the other hand, in the loss domain where unpredictability in increases in commuting time had more serious downside potential (e.g., being late for work or class), the greater unpredictability that comes with greater variance was of overwhelming concern to all commuters.

Regardless of one's opinion about the "rationality" of the implicit definition of risk given by some commuters for trains in the gain domain, changes in their definition of what constitutes a "riskier" train as one goes from losses in arrival time to gains need to be factored in when risk preference in the two domains is assessed and compared. We defined perceived risk-averse choices as those in which the member of a choice pair that was judged less risky was preferred, and perceived risk-seeking choices as those in which the member of a pair that was judged more risky was preferred. Thus defined, the majority of choices (57%) were risk averse in both domains. For losses in commuting time, risk-averse choices consisted almost exclusively of preference for the low-variance train which was perceived to be less risky. For gains in commuting time however, the pattern was more complex. The distribution of "riskier" judgments was more even between higher-variance and lower-variance trains, while majority preference shifted to the higher-variance train.

4.3. Discussion
In summary, for choices in the loss domain, i.e., between train connections with arrival times slower than or equal to status quo, the majority preference was for the lower-variance option. This is contrary to the predictions of Kahneman and Tversky's (1979) prospect theory value function for financial losses but agrees with the results of Leclerc, Schmitt and Dube (1994) who also found that people made risk-averse decisions about time in the domain of losses. In that study, respondents justified their risk-averse choices by emphasizing the benefits of being able to plan ahead when time is more predictable. Predictability of losses may be more important in the time domain than in the financial domain, a result that raises the question of the generalizability of prospect theory's value function to dimensions other than money. In the gain domain where arrival times were all faster than or equal to status quo, the majority preference was for the connection that offered the greater potential in time saving and thus, in our design, also the greater variance. Commuters seemed to be displaying something analogous to Thaler and Johnson's (1990) "house-money" effect. Instead of gambling with previously won (i.e., "house") money, these commuters were gambling with newly won ("house") time, leading them to prefer the higher-variance train for its upside potential. Keller (1985) who looked at commuting time choices in the gain domain obtained results similar to ours, as did Wehrung (1989) for alternatives involving pure gains in hypothetical business decisions involving risky financial outcomes made by experienced executives in the oil and gas industry.

More important than the choice pattern itself for purposes of this paper was the fact that people's risk perception changed together with their choices. As a result, most people probably would not have perceived themselves as any more risk seeking in the gain domain than in the loss domain. Instead, their definition of what constituted a "risky" train changed from losses to gains. Whereas a variance definition of risk seemed to describe judgments fairly well in the loss domain (85% of judgments indicated the higher-variance train as riskier),* 34% of judgments in the gain domain designated the lower-variance train as riskier. Lower variance, by definition, restricts the upside as well as the downside of choice alternatives. When the downside is not very painful, which is likely to be true in the gain domain, the upside of the high-variance trains may set an aspiration level for arrival times that the low-variance trains cannot match. A "risky" train in the gain domain, at least for some commuters, thus was one that did not offer that opportunity at substantial savings in commuting time offered by the high-variance trains. The great majority (i.e., 184 out of 219 or 83%) of those risk

* Other definitions of risk coincide with variance, e.g., the probability of unacceptably long commuting times covaries with variance
judgments that designated the lower-variance train as more risky in the gain domain were accompanied by a preference for the higher-variance train, i.e., were risk averse by our perceived definition of risk attitudes. These commutes chose the train that they considered to be the smaller risk. However, if we had looked at only their choices (i.e., of the higher-variance train), these individuals would have been classified as risk seeking in the EU sense.

The pattern of results described in Table 3 continued to hold when the data were analyzed at the individual subject level. Table 2 provides a cross-classification of the perceived risk attitudes commutes showed in the gain and in the loss domain. Perceived risk preference was determined by classifying people by the results of a sign test conducted on the 12 item pairs in each domain. People were labeled risk-averse (risk-seeking) only if they chose the option that they judged to be less (more) risky in 10 or more out of the 12 pairs, for a p-value of less than .05. Individuals with all intermediate choice patterns were labeled risk neutral.7 Table 2c shows that the percentage of individuals whose perceived risk preference was the same in both the loss and gain domain was 76%, compared to only 22% for risk preference defined in the EU sense and 37% for relative risk preference. In other words, risk preference when operationalized as perceived risk attitudes was two or three times as likely to be stable across the loss and the gain domain than when operationalized as EU risk attitude or as relative risk attitude.

As shown in Table 1, EU risk attitude assessment and relative risk attitude assessment resulted in the same classification of risk attitude for only 39% of commuters in the gain domain and for 54% in the loss domain. The percentage of people for whom there was a three-way agreement in their EU, relative, and perceived classification of risk attitude was even smaller: 23% in the gain domain and 38% in the loss domain. Clearly, perceived risk attitudes measure something different from both relative risk attitudes and EU risk attitudes. The fact that both the relative risk attitude measure and the perceived risk attitude measure lead to a different classification than the EU measure suggests that too many factors are confounded in choice. The intention of Dyer and Sarin’s (1982) relative risk attitude measure was to factor nonlinearity in marginal value for the outcomes of risky choice alternatives out of people’s choice.

The definition of perceived risk attitude put forth in this paper attempts to factor a different variable out of choice, namely risk perception. If risk perception varies across different situations or different domains, then it is theoretically possible that risk preference, defined as the tendency to select risky choice alternatives perceived to be more risky or less risky, could be a stable personality trait that does not vary across these situations or domains.

The studies reviewed in §3 and Experiment 1 demonstrated that perception of the riskiness of choice alternatives can differ between individuals and/or between situations. However, most of these studies have either used simplified stimuli (mostly monetary gambles) or have examined static problems where people’s risk perceptions are measured only in the context of single decisions. Even in those studies where people were asked to make judgments about the risk of multiple plays (e.g., Joag, Mowen and Gentry 1990), they did not receive feedback as to the outcome of previous decisions. And yet, as discussed in §5, prior outcome history is another situational variable documented to lead to changes in choice behavior. Experiment 2 in §6 investigates whether such changes in choice in a dynamic decision environment that involves repeated decisions and continuous outcome feedback should be attributed to changes in risk perception, changes in risk preference, or both.

5. Effects of Task Success and Task Failure

Numerous studies have shown that decisions with risky or uncertain outcomes are affected by the outcomes of previous decisions. An important distinction to be made when examining the effect of outcome history on risky decisions is whether task performance is perceived to be determined by chance or by skill Managers in
studies by MacCrimmon and Wehrung (1986) and Shapiro (1986, summarized in March and Shapiro 1987) made strong distinctions between "gambling" (i.e., decisions for which outcomes are determined by chance) and "risk taking" (i.e., decisions for which skill and information are assumed to reduce uncertainty and influence outcomes). While the outcomes of most real-world tasks are determined by a combination of chance and skill factors, most studies of the effects of outcome history on risky decisions have tended to look at tasks in which outcomes were largely and obviously determined by chance (e.g., a random device in a gameshow (Gertner 1993)).

Since people's reactions to prior task success and failure can be expected to differ in situations where the outcomes are perceived to be due to skill rather than chance, it is important to examine the effect of prior outcome history on risky decision tasks for which outcomes are determined by skill or by a mixture of skill and chance. Some studies of such tasks exist, for example, of stock market investment decisions (Andreasen 1990, M. Weber and Camerer 1992) or of racetrack betting (McGlashlin 1956). However, these studies have looked exclusively at the effects of prior task success or failure on choices, without also measuring risk perception or risk preference in any way other than that derived from the shape of the inferred utility functions. To fill these gaps in the literature, we used a task (financial investment decisions) in Experiment 2 that experienced participants could be expected to see as partially skill-based. The study manipulated outcome history and measured the effects of investment success vs. failure not just on subsequent investment choices but also on the perceived riskiness of different investment alternatives as well as on the relationship between choice and risk perception, i.e., on perceived risk attitudes.

Task success or failure may affect subsequent decisions at different points of the decision process. One possible mediator of changes in choice are people's emotional reaction to success or failure. Maital, Filer and Simon (1986) provided both anecdotal and experimental evidence for the role of emotional reactions in financial markets. Since mood has been found to prime congruent thoughts or information (Bower 1981), one stage in which success- or failure-induced mood changes may affect choice is during information acquisi-

6. Experiment 2: Repeated Financial Investment Decisions
To examine changes in risky choice, risk perception, and risk preference as the function of prior task success or failure, a decision environment is required that allows for repeated decision making and has a set of choice alternatives that is sufficiently large to manipulate objective risk characteristics. Choice alternatives should be described on several dimensions that can be requested at will, to make the task realistic and interesting as well as providing for a way to test our hypotheses about changes in information acquisition and processing style as a function of outcome feedback. Finally, the outcomes of the decisions need to be manipulable to result in a "success" or "failure" series without giving the impression that they are rigged.

The decision environment selected as satisfying these requirements was a personal-computer based financial investment task. Participants were told that they were piloting a new stockmarket simulation program and filled out an evaluation questionnaire about the simulation software at the end of the experiment. The cover story asked them to come to two investment sessions on different days, so that they would have enough experience with the simulation to evaluate it. At the beginning of each session, investors were provided with an endowment of funds. For each of several investment periods within a session, their task was to choose between six investment alternatives. Standard financial performance information about each stock could be obtained on request, one dimension at a time. When investors indicated that they had sufficient information about all alternatives that they wished to consider, they were asked to invest all or some of their current assets (endowment plus previous wins minus previous losses) into one stock alternative. The computer program kept track of their information acquisition (i.e., the type and sequence of their information selections) and their final investment selections. Participants received information about the performance of their selected stock and the other (nonselected) stocks at the end of the current
investment period, before making another investment decision for the next investment period. In the “success” session, feedback over the set of ten investment periods was largely positive for the selected stock and negative for nonselected stocks; feedback over the set of ten investment periods during the “failure” session was the opposite. Investors took part in both sessions of the simulation so that the effect of success and failure could be assessed within-subjects, with the order of sessions counterbalanced.

The study addressed the following primary questions described in greater detail below: (1) Are stock choices different as the result of investment success vs. investment failure? (2) Does the risk perception of stocks change as the result of investment success vs. investment failure? (3) Are changes in choice related to changes in risk perception, so that perceived risk preference is stable for a given investor, even though both perception and choice are changing?

(1) As mentioned earlier, we selected the prior outcome history manipulation for its documented effects on choice. Differences in choice between the two sessions were necessary to test our hypotheses about the root of such changes in either risk perception and/or risk preference. Some difference between the stock selection in the two sessions could be expected as the result of objective differences in recent stock performance that were the unavoidable by-product of our success vs. failure manipulation. In addition however, there is a sizable literature on the overreaction of investors in financial markets (e.g., DeBondt and Thaler 1990, M Weber and Camerer 1992) which predicted that we should see even larger differences in stock choices than were objectively justifiable.

(2) As also discussed above, one of the main hypotheses of this paper is that situational variables affect risk perception rather than inherent risk preference. In Experiment 1, risk perception was found to be different for risky prospects with positive outcomes than for the equivalent risky prospects with negative outcomes. In this experiment, we hypothesized that the manipulation of prior outcome history, another situational variable, would also affect risk perception.

(3) Based on the results of Experiment 1 and Weber & Bottom (1989), we hypothesized that the perceived risk attitude of a given investor would be the same in the two sessions, i.e., that risk preference as a stable personality trait would not be affected by prior outcome history.

6.1. Method

Participants. Participation in the study was solicited by advertisements posted around the Graduate School of Business at the University of Chicago, asking for people interested in and experienced with the stock market and money management. Twenty-two of the 24 respondents were MBA students with concentrations in finance and/or economics. The two remaining subjects were doctoral students in economics. Take-home pay was partly fixed, and partly contingent on performance. Participants took about an hour to go through each of the two investment sessions; take-home pay ranged from $12 to $17 for the two sessions.

Procedure and Task Instructions. In each session, participants received an initial endowment of $100,000. They were free to request financial information about six stock investment alternatives, could invest all, part, or none of their endowment into one of those alternatives, and received stock performance feedback. This cycle repeated for ten investment periods. Any part of their endowment not invested into a stock in any given period stayed in a 5% per annum money-market account. We restricted investors to selecting only one stock in each period, so that we could compare their choice to their risk perceptions and thus assess their perceived risk attitudes. By restricting choice to one stock, we could see whether a given investor had a tendency to select a stock that he or she considered either more or less risky than other stocks. Allowing investors to diversify their portfolio would have obscured the relationship between their risk perceptions and their choices.

The first screen seen by investors is shown in the top half of Figure 2. Investors saw the displayed column and row headings with an otherwise blank matrix. The column headings are the names of six fictitious companies. The row headings are names of financial indicators commonly considered when analyzing the attractiveness of a corporation's stock. Since there were more information dimensions than could be displayed on a single screen, participants could switch to a second information screen, shown in the bottom half of Figure 2. The information dimensions and the values on those
### Figure 2  First and Second Screen of Investment Simulation

<table>
<thead>
<tr>
<th>COMPANY NAME</th>
<th>Elpo</th>
<th>Dunn</th>
<th>Berk</th>
<th>Holm</th>
<th>Acme</th>
<th>Foss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Price</td>
<td>57.8</td>
<td>55.1</td>
<td>30.7</td>
<td>25.1</td>
<td>30.1</td>
<td>56.5</td>
</tr>
<tr>
<td>Shares Outstanding</td>
<td>0.8</td>
<td>2.3</td>
<td>1.9</td>
<td>0.7</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td>52 Week High</td>
<td>58.4</td>
<td>62.8</td>
<td>47.8</td>
<td>32.7</td>
<td>42.8</td>
<td>58.6</td>
</tr>
<tr>
<td>52 Week Low</td>
<td>52.1</td>
<td>47.1</td>
<td>15.8</td>
<td>22.1</td>
<td>26.1</td>
<td>21.5</td>
</tr>
<tr>
<td>Yesterdays Trades</td>
<td>107</td>
<td>10,220</td>
<td>880</td>
<td>26</td>
<td>1,390</td>
<td>122</td>
</tr>
</tbody>
</table>

**Period 2**

**Endowment Status: $84,200**

### COMPANY NAME          | Elpo | Dunn | Berk | Holm | Acme | Foss |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta</td>
<td>1.08</td>
<td>0.17</td>
<td>0.06</td>
<td>2.38</td>
<td>2.02</td>
<td>1.20</td>
</tr>
<tr>
<td>EPS</td>
<td>3.50</td>
<td>4.55</td>
<td>1.65</td>
<td>6.00</td>
<td>2.25</td>
<td>3.30</td>
</tr>
<tr>
<td>Last 52 Week Prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Last 52 Week Volumes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE</td>
<td>15</td>
<td>12</td>
<td>8</td>
<td>20</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Alpha</td>
<td>-0.88</td>
<td>-0.02</td>
<td>-0.01</td>
<td>96</td>
<td>1.22</td>
<td>0.08</td>
</tr>
</tbody>
</table>

**Period 2**

**Endowment Status: $84,200**

*Push for More Information*  
*Push When Ready to Invest*
dimensions for the six companies are displayed in Figure 2.

Participants were told to access as much or as little data as they desired. They were encouraged to acquire information and generally proceed as they would in a real investment situation. The lower left corner of the screen permanently displayed the investment period number and the current value of the endowment. A session consisted of ten periods, even though investors were told that the length was probabilistically determined, varying between 8 and 15 periods. Participants were instructed that each investment period represented a four week interval, and that stock returns would be computed accordingly by the simulation algorithm.

Investors were asked to judge the riskiness of each stock at the end of the first, third, sixth, and last period of each session. Judgments were to be made on a numerical rating scale that ranged from 0 ("not at all risky") to 100 ("extremely risky").

**Investment Alternatives.** The information provided about the six companies was modelled on information about typical corporations. Thus there were companies that resembled large blue chip corporations with low beta values and high earnings per share (e.g., Dunn), as well as companies that resembled small new ventures with high beta, low trades, and high price-to-earnings ratio (e.g., Holm).

The values that investors saw for a given stock changed only minimally from period to period for ten of the eleven performance dimensions. Stock price was the only dimension that changed significantly from one period to the next; price changes were manipulated to result in task success in one of the sessions that investors participated in, and task failure in the other session. To make the level of task success and failure comparable across investors, prices changed on a percentage basis for the stock that was selected, regardless of the identity of the company that was chosen. The percentage price changes for the selected stocks in a given time period ranged from −1% to 8% during the success session and from +1% to −8% during the failure session.

---

6.2. Results

(1) **Stock Choices.** Investors' stock choices frequently changed from period to period, and choices differed as a function of prior outcome history. Table 4 shows the transition matrix for stock choices in consecutive time periods during the success and the failure session, respectively. Boldfaced entries show the number of times the same investment option was chosen in periods $t$ and $t + 1$ across the nine between-period transitions and 24 investors. Adding the boldfaced entries shows that, during the success session, investors stayed with the same investment option for 118 of 216 transitions (i.e., 55% of the time), but during the failure session did so for only 64 of 216 transitions (i.e., 30% of the time). In other words, there was significantly more turnover in stock in the failure session ($z = 7.43, p < 0.0001$, by binomial test). This was also true at the individual-subject level. Investors did not differ significantly with respect to turnover rates; all showed greater turnover for the failure session.

Even though investors differed in their stock choices, it is instructive to look at the group preference order for the six companies that can be derived from the marginal frequencies of choices across periods and investors. Table 4 shows the companies ordered by decreasing values of their stock beta. The group preference order for companies in the success session, shown in the top portion of the table, followed this order closely. The two most preferred stocks, Holm and Acme, both have high values of beta. The preference order for the same companies in the failure session, shown in the bottom portion of Table 4, was quite different. In comparison to the success session, preference in the failure sessions was more uniformly distributed. The two stocks most preferred in the failure session, Foss and Dunn, were the least preferred stocks in the success session, and both have relatively low beta values and average performance records.

There were large individual differences in the percentage of their endowment that investors placed into a risky stock instead of leaving it in the riskless money market. The percentage placed at risk ranged from 0% to 100% across investors (with a mean of 55%), but was not significantly different in the success vs. failure session, nor over the ten investment periods within each session. Thus it seems that the decision of how much of
Table 4  Transition Matrix of Stock Choices from Investment Periods $t$ to $t + 1$ ($1 \leq t \leq 9$)

(a) Company Chosen in Period $t$

<table>
<thead>
<tr>
<th>Company Chosen in Period $t + 1$</th>
<th>Holm</th>
<th>Acme</th>
<th>Foss</th>
<th>Elpo</th>
<th>Dunn</th>
<th>Berk</th>
<th>&quot;MM&quot;</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holm</td>
<td><strong>42</strong></td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td><strong>63</strong></td>
</tr>
<tr>
<td>Acme</td>
<td>10</td>
<td><strong>34</strong></td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td><strong>55</strong></td>
</tr>
<tr>
<td>Foss</td>
<td>3</td>
<td>2</td>
<td><strong>6</strong></td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td><strong>15</strong></td>
</tr>
<tr>
<td>Elpo</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td><strong>9</strong></td>
<td>0</td>
<td>5</td>
<td>4</td>
<td><strong>28</strong></td>
</tr>
<tr>
<td>Dunn</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td><strong>12</strong></td>
<td>2</td>
<td>0</td>
<td><strong>17</strong></td>
</tr>
<tr>
<td>Berk</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td><strong>15</strong></td>
<td>0</td>
<td><strong>29</strong></td>
</tr>
<tr>
<td>&quot;MM&quot;</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td><strong>0</strong></td>
<td><strong>9</strong></td>
</tr>
<tr>
<td>Total</td>
<td><strong>68</strong></td>
<td><strong>46</strong></td>
<td><strong>11</strong></td>
<td><strong>25</strong></td>
<td><strong>20</strong></td>
<td><strong>36</strong></td>
<td><strong>10</strong></td>
<td><strong>216</strong></td>
</tr>
</tbody>
</table>

(b) Company Chosen in Period $t + 1$

<table>
<thead>
<tr>
<th>Company Chosen in Period $t$</th>
<th>Acme</th>
<th>Foss</th>
<th>Elpo</th>
<th>Dunn</th>
<th>Berk</th>
<th>&quot;MM&quot;</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holm</td>
<td><strong>15</strong></td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Acme</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Foss</td>
<td>4</td>
<td>5</td>
<td><strong>11</strong></td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Elpo</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td><strong>11</strong></td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Dunn</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>3</td>
<td><strong>14</strong></td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Berk</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td><strong>4</strong></td>
<td>5</td>
</tr>
<tr>
<td>&quot;MM&quot;</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td><strong>7</strong></td>
</tr>
<tr>
<td>Total</td>
<td><strong>33</strong></td>
<td><strong>21</strong></td>
<td><strong>44</strong></td>
<td><strong>30</strong></td>
<td><strong>37</strong></td>
<td><strong>23</strong></td>
<td><strong>28</strong></td>
</tr>
</tbody>
</table>

Notes: Transition counts reflect nine transition periods and 24 participants. A choice of "MM" indicates that 100% of the endowment was left in the money-market fund. Boldfaced entries indicate "nonswitches" in investment choice. Companies are listed in decreasing order of stock beta.

the endowment to place at risk was not determined by situational factors such as previous outcome history. Instead, there was a significant difference in the amount of endowment placed at risk between those five investors classified as consistently seeking perceived risks (see Table 6(b) and discussion below) and those fifteen investors classified as consistently avoiding perceived risks (83% vs. 46%, $t(18) = 2.67$, $p < .01$), i.e., as a function of investor's inherent risk preference. Full investment of the initial $100,000 endowment in any stock option over all 10 investment periods would have resulted in a final endowment of $132,782 in the success session and $74,315 in the failure session. No risky investment over all 10 periods would have resulted in a final endowment of $104,249 in both sessions, due to the accumulated interest in the money market account. Investors averaged final endowments of $113,588 in the success session and $92,122 in the failure session.

(2) Risk Perception. The fact that investment choices showed some changes from period to period and differed in the two investment sessions allows us to address the following questions: Were cross-situational changes in choice accompanied by changes in risk perception or were they the result of changes in risk preference? Similarly, were cross-personal differences in choice associated with individual differences in risk perception, risk preference, or both?

Individual Differences. Investors differed greatly in their perception of the riskiness of the six company stocks and in the variables that influenced their risk judgments. Risk judgments were available from each of the 24 investors for each of the six stocks, made at four different periods of time during each session. Information provided about the six companies was used to predict risk judgments in a stepwise regression analysis. Predictors included the nine single-valued performance...
indicators shown in Figure 2, as well as the mean, standard deviation, and range of prices and trade volumes that could be computed from the list of the last 52 weeks' prices and volumes. Since risk judgments were made at different investment periods in each session, the stock information operated during the period preceding the risk judgment was used to set the value of the predictor variables.

When the risk judgments of all 24 investors were combined in a single regression analysis, the best set of predictor variables accounted for only 18% of the overall variance in the success session, and for only 13% of the variance in the failure session. In this group analysis, Beta and Range-of-Prices were significant predictors of risk perception in the success session; Beta, P/E-ratio, and Mean-of-Prices were significant predictors in the failure session. There were, however, large individual differences in the variables that determined investors' perceptions of the risks of different stocks, confirming the results reviewed in §3 that risk perception is highly individualistic. When analyzed separately for each investor, the predictability of risk judgments went up dramatically. In individual-subject regressions of risk judgments, the best set of predictor variables accounted on average for 82% of the variance in the success and for 76% of the variance in the failure session, with different predictor variables driving the risk perceptions of different investors. The correlation between people's subjective risk ratings and stock Beta, for example, ranged from 0.99 for one investor to −0.25 for another, with a median correlation of .48. Even though a larger number of objective variables determined the risk judgments for the failure session (on average 3.7 per investor) than for the success session (on average 2.8 per investor), they had less predictive power.

Effect of Outcome Feedback. Perceptions of the investment risk of the six companies differed not only between investors but also between sessions (i.e., as a function of outcome feedback), and within each session over investment periods. Table 5 shows the intercorrelations between the risk judgments, across companies and investors, measured at the four different time periods during each session. Risk judgments had the highest correlation for adjacent judgment periods, and became less related the further apart the judgment periods. Table 5 shows that risk judgments changed over investment periods, and that they changed more during the failure than the success session. To determine whether risk judgments changed above and beyond any changes attributable to changes in stock information across investment periods, we added judgment period as a (dummy-coded) variable to the best-fitting individual-investor regressions of risk judgments on objective information predictors described in the last section. For ten of the 24 investors, judgment period significantly predicted investors' risk judgments in the success and/or the failure session above and beyond the effects of any changes in the objective stock information.

Insight Into Risk Judgments. At the end of each session, investors answered the questions: 'What factors did you consider when judging the perceived riskiness of the investment alternatives?' and 'Did your judgments change over time? If so, why?'. Investors

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Correlations Between Risk Judgments for Six Companies at Different Judgment Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Success Session</td>
<td>Risk Judgment In</td>
</tr>
<tr>
<td>Risk Judgment In</td>
<td></td>
</tr>
<tr>
<td>Period 1</td>
<td>0.52</td>
</tr>
<tr>
<td>Period 4</td>
<td>0.50</td>
</tr>
<tr>
<td>Period 7</td>
<td>0.44</td>
</tr>
</tbody>
</table>

(b) Failure Session

<table>
<thead>
<tr>
<th>Risk Judgment In</th>
<th>Period 4</th>
<th>Period 7</th>
<th>Period 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period 1</td>
<td>0.53</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Period 4</td>
<td>0.36</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Period 7</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: *N* = 144 per correlation, i.e., across 24 investors and six companies. Critical values are *r* ~ 0.197 for *p* < 0.05 and *r* ~ 0.257 for *p* < 0.01.
showed reasonable insight into their risk perceptions. The variables that they listed as having influenced their risk judgments during the session generally showed a partial (and for some, sizable) overlap with the variables identified as predictors by the regression analysis. The most common variables mentioned as influences (i.e., stock beta, the range in price over the last 52 weeks, P/E ratio, and some measure of trading volume) were also the most common predictor variables in the individual regression models. Many of the investors whose risk judgment regressions showed significant judgment period effects above and beyond the effect of changes in the stock information across periods, mentioned in their self-reports that their risk perception changed over time. They frequently explained such changes as the result of updating of the provided information with their own observations of price trends, and as the result of their reaction to losses.

(3) Perceived Risk Attitudes. The perceived risk attitudes of each investor in each of the two sessions were assessed by a point-biserial correlation between his or her risk judgments for the six companies collected at the four different judgment periods in the session and his or her choices in the period immediately following the risk judgments. Risk judgments took values from 0 to 100 (0 = no risk at all; 100 = extremely risky); choices were dummy-coded (1 = chosen; 0 = not chosen). A positive correlation thus indicates perceived risk seeking, i.e., the tendency to choose companies perceived to be riskier. A negative correlation correspondingly indicates perceived risk aversion. Classification of individuals into perceived risk-seekers or risk-avoiders was done either conservatively, using statistical significance of the correlations at the 0.05 level ($r = \pm 0.344$) as a classification criterion (Scheme 1), or more leniently (Scheme 2). By Scheme 1, only investors with significant negative correlations (which ranged from $-0.38$ to $-0.63$) were classified as perceived risk-averse, and only investors with significant positive correlations (which ranged from $0.37$ to $0.57$) as perceived risk-seeking. Individuals with correlations between $-0.344$ and $+0.344$ were classified as risk neutral. By the more lenient second classification scheme, all investors with a positive (negative) correlation were classified as perceived risk-seeking (risk-averse).

Table 6 shows the relationship between investors' perceived risk attitudes in the success and the failure session for both classification schemes. Even though choices as well as risk perceptions differed substantially in the two sessions, risk preference inferred by comparing choice to risk perception remained unchanged across the two sessions for 19 or 20 of the 24 investors, depending on the classification scheme. As shown in Table 6(b), fifteen investors were perceived risk averse in both sessions, i.e., tended to choose stocks they rated low in risk, whereas five investors were perceived risk seeking in both sessions, i.e., tended to choose stocks they rated high in risk. Thus 83% of participants showed the same perceived risk attitude in both sessions, even though their choices and risk perceptions varied substantially in response to the different outcome feedback in the two sessions. Just as in Experiment 1, the definition of perceived risk attitude seems to restore some cross-situational stability to the construct of risk preference.

6.3. Discussion
The answer to the first two questions addressed by Experiment 2 was clearly affirmative. Both stock choices and investors' risk perception of stocks changed as the result of outcome feedback (i.e., investment success vs. failure). Even though we attempted to keep stock information the same as much as possible in the two conditions, the different outcome feedback that investors received in the two sessions made the information about the six companies different in salient ways. Thus some changes in risk perception and choice clearly were warranted. On the other hand, the amount of turnover in stock choices and the magnitude of changes in risk perception as the result of changes in performance during a single investment period (equivalent to four weeks) despite other performance information based on much longer observation periods probably can be considered to be an overreaction. Task failure resulted in significantly more stock turnover than task success. Investors' stock selections were consistent with the following simple decision rule. If it works, stay; if it doesn't work, switch.

At any rate, the question of whether changes in risk perception and/or choice were normatively justified was not the main focus of our investigation. Instead, we were primarily interested in the third question, namely whether changes in choice and risk perception were related to each other such that investors may have had
Table 6 Classification of Investors by Perceived Risk Attitudes in Success and Failure Session

(a) Classification scheme 1

<table>
<thead>
<tr>
<th>Perceived Risk Attitude in Success Session</th>
<th>Averse</th>
<th>Neutral</th>
<th>Seeking</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averse</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>Neutral</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Seeking</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>8</td>
<td>5</td>
<td>24</td>
</tr>
</tbody>
</table>

Same classification in both domains = 19/24 = 79%

(b) Classification scheme 2

<table>
<thead>
<tr>
<th>Perceived Risk Attitude in Success Session</th>
<th>Averse</th>
<th>Seeking</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averse</td>
<td>15</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Seeking</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>17</td>
<td>7</td>
<td>24</td>
</tr>
</tbody>
</table>

Same classification in both domains = 20/24 = 83%

Note: Boldfaced entries show investors who have the same attitude in both sessions.

the same risk preference in the two sessions even though their choices differed. This question was answered in the affirmative for 83% of the participants in this experiment, as it was for 87% of the participants in Experiment 1. Classification of investors by inherent risk preference, operationalized as the same perceived risk attitude in the success and in the failure session, was a successful predictor of another dependent measure, namely the percentage of their endowment investors placed at risk. Investors classified as being attracted by perceived risk were found to place more of their endowment at risk in both sessions than investors classified as being repelled by perceived risk.

7. Insights and Applications

One goal of this paper was to see whether an operationalization of risk preference that factors situational differences in risk perception out of risky choice would show greater stability across situations than the traditional definition of risk attitudes in the EU framework or in Dyer and Sarin's (1982) relative risk attitude framework. Defining risk preference as the tendency to be attracted or repelled by alternatives that are perceived as risky, we found support for our hypothesis that risk preference may be a stable personality trait, and that the effect of situational variables on choice may be the result of changes in risk perception. Our results are consistent with those of Sittik and Weingart (1995) who found that a mediated effects model in which risk perception mediated the effects of situational characteristics on risky decision making behavior explained those effects better than a direct effects model.

As a note of caution, the studies reported in this paper were not designed to establish any causal connection between risk perception, risk preference, and choice. Thus no claim is made that participants decided by determining the relative riskiness of alternatives and then chose according to their risk preference. We only tested the weaker hypothesis that the factors that change and affect choice also affect risk perception and that inherent risk preference may thus be a constant for a given individual. The possibility that changes in choice and in risk perception may be related has also been raised by recent work on risk-return decompositions of utility functions (Bell 1995, Jia and Dyer 1994) where different utility functions are shown to be consistent with different measures of risk. Our results support the prediction of risk-return or risk-value models that, if situational determinants affect choice behavior such that choice is described by qualitatively different utility functions, the measure of risk and, by implication, the perceived riskiness of choice alternatives in the two situations will also differ.

The processes documented to operate at the individual level in this paper, may also occur at the organizational level. Bowman (1982), for example, observed negative correlations between objective levels of risk and return for companies in some industries. He hypothesized that firm-level risk preference may be influenced by whether the company is performing at levels above or below its aspiration or target level (perhaps an industry average). Fiegenbaum and Thomas (1988) found negative risk-return associations for firms with returns below target level, and positive associations for firms with returns above target, and interpreted those
results as risk-seeking by troubled firms. The results of Experiment 2 suggest a possible alternative interpretation of such data in terms of organizational changes in risk perception as firms get into trouble.

As discussed earlier, this paper makes no claim about the "superiority" of any measure of risk preference. Our results suggest, however, that the three definitions of risk attitude measure different constructs. Risk attitudes in the EU framework simply describe choice patterns. Dyer and Sarn’s (1982) relative risk attitudes, on the other hand, measure people’s attitude towards outcomes that occur with uncertainty rather than for sure and thus could be called uncertainty attitudes. Perceived risk attitudes, finally, measure people’s tendency to be attracted or repelled by alternatives that are perceived to be risky.

The increase in cross-situational stability in risk preference when measured by perceived risk attitude comes at the price of having to know how a given individual in a particular situation perceives the riskiness of choice alternatives. Thus the factors that change risk perception as well as risky choice need to be further investigated. Various authors have investigated changes in choice behavior as the result of changes in aspiration levels (e.g., Lopes 1987; March 1988). March and Shapira (1992) provide an elegant set of random walk models that describe people’s risk attitudes in the EU sense as adaptive to situational factors that influence attention to different reference points. As we showed in this paper, similar processes seem to affect people’s perception of the riskiness of choice alternatives. Yet, reference point and aspiration level effects seem to be hard to predict ex-ante. Thaler and Johnson (1990) and our Experiment 1 found risk-seeking in the EU sense as the result of playing with “house-money” or “house-time,” whereas Gertner (1993) found little evidence of any effect of prior winnings on contestants’ willingness to take risks in his analysis of actual gambling decisions on a television game show. Adjustments in reference point seem to be somewhat unpredictable. If commuters in Experiment 1 had started to experience the time savings realized by the trains in the gain domain, their reference point might have shifted from their current status quo to a new shorter reference point, and their risk perception as well as choice between trains might have changed accordingly.

For purposes of decision aiding or remediation of suboptimal choice behavior it is crucial to know which of these explanations lies at the basis of choice. If risk perceptions are the driving force, then remedial steps should involve informational, more cognitive interventions, aimed at a more realistic risk perception. If risk attitudes are the driving force, then intervention needs to target people’s emotional responses. Our results and those of Cooper et al. (1988) and Sitkin and Weingart (1995) suggest that it may be most effective to change risky choice behavior by working on people’s perception of the riskiness of different choice alternatives. In this context, our observation that investors had relatively good insight into the determinants of their risk judgments is an encouraging sign. Conscious awareness of its determinants makes risk perception more amenable to cognitive intervention. A variety of procedures exist that allow companies to formulate a corporate utility function on a relevant outcome dimension, with the goal of coordinating the risky decisions of individual managers with the more general risk policies of the organization (e.g., Spetzler 1968). It is not difficult to envision extensions of these procedures that would do the same for a common corporate risk perception.12

12 This research was supported by National Science Foundation grant SES 8910211 and by the James S. Kemper Foundation Faculty Research Fund at the Graduate School of Business, University of Chicago. We thank Linda Hynan, Veronique D’Estainvot, and Soyoung Kwon for their assistance with data collection, Sema Barlas for her assistance with data analysis, and Greg Fischer, Barbara Mellers, Tom Wallsten, Martin Weber and three anonymous reviewers for helpful suggestions and comments on the manuscript.
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