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Abstract

The work presented here investigates the process by which one group of individuals solves the
problem of detecting deceptions created by other agents. A field experiment was conducted in which
twenty-four auditors (partners in international public accounting firms) were asked to review four
cases describing real companies that, unknown to the auditors, had perpetrated financial frauds. While
many of the auditors failed to detect the manipulations in the cases, a small number of auditors were
consistently successful. Since the detection of frauds occurs infrequently in the work of a given
auditor, we explain success by the application of powerful heuristics gained from experience with
deceptions in everyday life. These heuristics implement a variation of Dennett’s intentional stance
strategy, which is based on interpreting detected inconsistencies in the light of the Deceiver’s (i.e.,
management’s) goals and possible actions. We explain failure to detect deception by means of
perturbations (bugs) in the domain knowledge of accounting needed to apply these heuristics to the
specific context of financial statement fraud. We test our theory by showing that a computational
model of fraud detection that employs the proposed heuristics successfully detects frauds in the cases
given to the auditors. We then modify the model by introducing perturbations based on the errors made by
each of the auditors in the four cases. The resulting models account for 84 of the 96 observations (i.e., 24
auditors x four cases) in our data. © 2001 Cognitive Science Society, Inc. All rights reserved.
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1. Introduction

Information in organizations and in society generally is often communicated in a context
of conflict of interest, and with awareness of potential decision consequences (Feldman &
March, 1988). Deception is one particularly powerful form of information manipulation that
occurs when an opportunistic agent induces a misrepresentation that is designed to influence
the behavior of another agent (Hyman, 1989; Johnson, Grazioli & Jamal, 1993; Russow,
1986). Deception poses a problem to individuals and organizations because those who fail to
detect a deceiver’s malicious manipulation take action on the basis of misrepresented
information and, as a result, behave in ways that are more favorable to the deceiver than
otherwise warranted. The problem of detecting deceptions is solved by identifying the
elements of the manipulation and by taking corrective action.

The need to detect possible manipulations arises frequently since adversarial situations
with potentialfor deception are found in virtually all domains of activity characterized by a
conflict of interest between cognitive agents (e.g., in business, politics, warfare, games,
intelligence and counterintelligence (Bowyer, 1982; Ekman, 1992; Mawby & Thompson,
1986). Yet, the occurrence of specific deceptions must be relatively rare, especially in
domains where interactions are repeated and feedback is available: if a particular form of
deceit is frequent, victims learn how to circumvent it (Akerlof, 1970; Kraut, 1980).

The relatively infrequent occurrence of specific deceptions, and the adversarial nature of
deception as a social interaction, constrains the nature of the knowledge that cognitive agents
develop to solve the detection problem (Thagard, 1992). Moreover, the element of inten-
tionality introduced by the presence of an adversary sets the problem of detecting deception
apart from the larger class of tasks where evidence is independent of the nature of the process
employed to identify and analyze it (Johnson et al., 1981). Deception works because the
Deceiver, 1) intentionally exploits the weaknesses of the Target’s information processing,
and 2) is aware of the Target’s possible detection efforts, and acts so as to thwart them.

Under these conditions it is not surprising that naive Targets have high average rates of
failure at detecting specific forms of deception (e.g., Ekman, 1992). What is surprising is the
fact that the rate of failure often remains high, even when the Targets have been trained at
the task within which deception occurs and are motivated by high stakes (e.g., Johnson,
Grazioli & Jamal, 1992). For example, failure to detect forms of deception in the financial
markets entails monetary losses amounting in some cases to hundreds of million of dollars,
as well as the loss of careers and reputations (e.g., Albrecht, Wernz & Williams, 1995). Yet,
the detection problem is not hopelessly unsolvable: small percentages of individuals in
experimental studies of deception (e.g., secret service agents, judges, psychiatrists, auditors)
have been found to consistently succeed at detecting forms of deceit within tasks in their
domains of expertise (e.g., Ekman 1992; Johnson, Grazioli & Jamal, 1992).

The study reported here investigates success and failures in detecting deceptions in one such
task. Specifically, we examine how twenty-four practicing auditors cope with the task of
detecting deception (fraud) in cases in which financial information was manipulated by manage-
ment for the purpose of making companies appear more profitable than they actually were.

Using the auditors’ data, we develop a theory of detecting financial deceptions based on
the proposition that successful individuals adopt a variant of Dennett’s intentional stance
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strategy (1989). This strategy consists of the application of deception-detection heuristics
developed outside the context of auditing (Johnson, Grazioli & Jamal, 1993). The theory is
evaluated by building a ‘competence’ model of deception detection that embodies these
heuristics, and by testing the model against the cases given to the auditors.

We expand the theory to account for the observed behavior in our sample of auditors,
inclusive of successes and failures. Because the detection of fraud is relatively infrequent
(Hansen, 1996; Loebbecke, Einning & Willingham, 1989), most auditors do not receive
feedback from which they can develop skills in fraud detection. As a result, learning how to
apply detection heuristics in the domain of auditing is incompletely specified (undercon-
strained). Knowledge is generated that is compatible with past experience, but fraught with
the potential for failure.

Accordingly, we explain failure at detecting deception by means of imperfections in the
knowledge of the domain in which the deception occurs (i.e., accounting). Specific hypoth-
eses about these imperfections are derived from the errors observed in the behavior of a
subset (five) of the twenty-four auditors. We evaluate the theory of success and failure at
detecting financial deceptions by seeding the hypothesized imperfections in the competence
model of deception detection and using the modified model to predict detection outcomes for
the remaining nineteen auditors.

2. The problem of fraud detection

Most companies whose securities are publicly issued and held are required to release
audited financial statements annually. These statements are a means of informing various
interested parties about the company’s economic conditions. Investors, creditors and regu-
lators use financial statements as evidence in making decisions such as investing in a
company’s stock, granting a loan, and assessing compliance with laws and regulations. Since
these decisions have consequences for the company, management may opt to misstate its
financial conditions for the purpose of favorably affecting the outcomes of these decisions.

The public has incurred substantial losses due to financial misrepresentations (Albrecht,
Wernz & Williams, 1995). Through the legal system, society has charged professional
auditors with responsibility for detecting fraudulent misrepresentations and determining
whether the financial statements issued by a company are fairly presented. Financial state-
ments are prepared for companies on the basis of the Generally Accepted Accounting
Principles (GAAP), a set of principles that specify how to fairly present the financial
condition and results of operations of a company.

In the study reported here, we focus on the detection of fraudulent manipulations of
financial reports. Such manipulations cover intentional misstatements or omissions of
amounts or disclosures in financial statements, which are intended to deceive the users of
those statements. The context for the study is the auditing task called second-partner review.
In this task, a partner of an accounting firm reviews draft financial statements of a client
company, footnotes to the statements, and other descriptive financial materials. The objective
of the review is to evaluate the ‘engagement’ partner’s conclusion as to the appropriate audit
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‘opinion.’ The engagement partner is the auditor who directs the audit fieldwork and
develops the opinion as to the fairness of the company’s financial statements.

Several audit opinions are possible. If the auditor feels that the financial statements are
fairly presented, an ‘unqualified’ (or ‘clean’) opinion is issued. If the auditors feels that the
statements are fairly presented, yet some areas of concern need to be highlighted, an
‘unqualified opinion with additional paragraph’ for items such as doubt as to continued
financial viability (going concern), material uncertainties or lack of consistency, is issued.

If the auditor disagrees with the accounting methods used, or with the manner in which
they are applied, and the violation has a material effect on the financial statements, the
auditor renders either a ‘non-GAAP’ or an ‘adverse’ opinion. A ‘non GAAP’ opinion is
issued when there is a departure from GAAP as to the accounting principles selected or their
application, and where disclosures are inadequate. An adverse opinion is issued when the
departures from GAAP are judged to be very material.

In the experiment reported here, twenty-four practicing auditors who were partners in a
major international accounting firm were asked to perform a second partner review of four
cases on which an unqualified opinion was issued. Subjects in the experiment had on average
19.7 years of experience as auditors, with a range from 12 to 40 years. One-half of the
auditors had experience in the high technology medical products industry, the other half had
experience in the retail industry.

Each of the four cases is based on the annual report produced by a publicly traded firm,
abridged to a length of approximately 15 single-spaced pages. All cases describe real
companies. Two cases (Pharmaceuticals, Inc. and Surgical Products, Inc.) describe medical
products companies. The other two cases (America’s Family Video Store and Big John’s
Electronic Sales, Inc.) depict retail companies. The names of the companies and other
identifying information were altered to avoid recognition.

Subjects were not informed that the cases they would examine contained financial
statement frauds. The frauds present in the four cases were constructed by management and
were missed by the accounting firm responsible for conducting the audit of the company’s
financial statements. The frauds were designed to increase reported income and assets, and
range from overstating the value of the inventory to improperly capitalizing costs that should
be expensed. A brief description of the cases and their manipulations is presented in
Appendix A.

In addition to the four fraud cases, each subject was also given a nonmanipulated (‘clean’)
case as an experimental control designed to check for the frequency of ‘false positives,’ that
is, cases where the subject feels that a fraud is present when there is none. Audit partners with
experience in the medical products industry received a clean medical industry case (Vascular
Products) as their first case, followed by the four fraud cases. Audit partners with experience
in the retail industry received a clean retail industry case (Southern Retail) as their first case.
The four fraud cases were given to all subjects in the same order: America’s Family,
Pharmaceuticals, Big John’s, and Surgical Products.1

All subjects worked on the cases in individual sessions held in their offices. Each subject
was given a set of written instructions in which they were asked to conduct a second-partner
review of each case and to evaluate the appropriateness of the engagement partner’s
conclusion that the case presented no material issue (an unqualified audit opinion).2 Upon
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completion of the five cases (four fraud and one clean case) each subject was asked to rate
the appropriateness of issuing the six alternative audit opinions listed above on each case
using a 7-point scale. The ‘unqualified’ opinion is the correct solution for the two clean cases.
Non-GAAP is an acceptable solution and ‘adverse’ is the best solution for the four fraud
cases.

Since we are interested in understanding how auditors detect deception, as opposed to
modeling technical differences among different auditing opinions, we assigned the opinion
chosen by the auditors to one of three outcomes: ‘Misleading,’ ‘Unqualified1,’ and ‘Un-
qualified.’ ‘Misleading’ is used when the auditors chose an ‘adverse’ or ‘non-GAAP’ opinion
as most appropriate for the case. ‘Unqualified1’ is used when the auditors chose to issue a
lack of consistency, going concern, or material uncertainty paragraph. ‘Unqualified’ is used
when the auditors chose the clean opinion.3

The process of thinking used by the auditors was captured by instructing each subject to
think-aloud (Ericsson & Simon, 1993) while performing each review task. All sessions were
tape-recorded, transcribed and coded according to a scheme developed in previous research
on the fraud detection process and described in Appendix B (see also Jamal, 1991; Johnson,
Grazioli & Jamal, 1992).

The category of outcome for the opinion given by each subject on the four fraud cases and
the clean case is presented in Table 1. Inspection of the data in Table 1 reveals that detecting
financial deception is a difficult task. Two subjects failed all fraud cases, and eighteen (out
of twenty four) failed at least two cases. Using a strict definition of success (i.e., giving an
adverse opinion) no subject was successful on all four fraud cases and twenty subjects failed
at least three cases. Seven subjects also failed to give an unqualified opinion on the clean
cases. The responses of these subjects are discussed in a later section of the paper.

The data in Table 1 also show that detecting financial deception under the experimental
conditions of this study is not impossible. Two subjects (S1 and S2) were successful on all
fraud cases. Four subjects were successful on three out of the four fraud cases. Most subjects
succeeded in at least one case. Analysis of the think-aloud protocols of the individuals who
detected the deception reveals that these successes were not chance events; rather, they were
the conclusions of insightful financial analyses. Table 1 also shows that industry specializa-
tion does not appear to have a clear effect. While some individuals who have experience in
the industry of a case (medical products or retailing) were able to conclude an adverse
opinion, so also were individuals who did not have such experience.

The variability present in the data in Table 1 poses a challenge to our ability to develop
a single theory that explains the behavior of the subjects who perform the fraud detection task
successfully, as well as those who fail. We tackle this problem in two steps: first, we
construct a theory of successful detection of financial deception, and second, we expand the
theory to account for failures to detect.

3. A theory of detecting deception in financial information

The nature of financial statement fraud poses two constraints on the knowledge that is
developed to support success at detecting this form of deception: 1) infrequent occurrence of
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successful detection, and 2) the presence of an adversary (i.e., management). Building a
theory of the knowledge that supports successful performance on infrequently occurring
tasks is challenging because a low rate of occurrence rules out explanations of performance
based on direct and repeated experience (e.g., Ericsson, 1996; Larkin, McDermott, Simon &
Simon, 1980). Since fraud detection occurs infrequently in the professional life of a typical
auditor (Loebbecke, Einning & Willingham, 1989), we must propose a theory of success
based on knowledge that is partially independent from specific experience.

The presence of an adversary distinguishes fraud detection from tasks in which a cognitive
agent generates and tests hypotheses about a malfunction in some system of interest (e.g.,
Clancey, 1988; Johnson, Kochevar & Zualkernan, 1992). While most diagnostic tasks (e.g.,
medical diagnosis, electronic troubleshooting) entail determining faults generated by unin-
tentional events (e.g., a heart condition, or a faulty component), fraud detection is charac-

Table 1
Audit opinions given by twenty-four auditors on four fraud and two clean casesa

Subjectb Medical fraud cases Retail fraud cases Clean cases

Pharma-
ceutical

Surgical
products

Big
John’s

America’s
family

Vascular
products

Southern
retail

S1 Misleading Misleading Misleading Misleading Misleading
S2 Misleading Misleading Misleading Misleading Unqualified1
S3 Misleading Misleading Unqualified1 Misleading Unqualified
S4 Misleading Misleading Unqualified1 Unqualified c

S5 Misleading Unqualified Misleading Unqualified1 Unqualified1
S6 Misleading Unqualified1 Unqualified Misleading Unqualified
S7 Misleading Misleading Misleading Unqualified1 Unqualified
S8 Unqualified Misleading Unqualified1 Misleading Unqualified
S9 Unqualified Unqualified1 Misleading Unqualified1 Unqualified1
S10 Misleading Unqualified1 Unqualified1 Unqualified1 Misleading
S11 Unqualified Misleading Unqualified Unqualified Unqualified
S12 Unqualified1 Misleading Unqualified1 Unqualified Unqualified
S13 Misleading Unqualified1 Misleading Misleading Unqualified
S14 Misleading Unqualified1 Misleading Misleading Unqualified
S15 Misleading Unqualified Misleading Misleading Unqualified
S16 Unqualified1 Misleading Misleading Unqualified1 Unqualified1
S17 Unqualified Unqualified1 Misleading Unqualified Unqualified
S18 Unqualified Unqualified1 Misleading Unqualified Unqualified
S19 Misleading Misleading Unqualified1 Unqualified1 Unqualified
S20 Misleading Unqualified1 Misleading Unqualified Unqualified
S21 Misleading Unqualified Unqualified1 Unqualified Unqualified
S22 Misleading Unqualified1 Unqualified1 Unqualified Unqualified
S23 Unqualified1 Unqualified1 Unqualified1 Unqualified Unqualified
S24 Unqualified Unqualified Unqualified Unqualified Unqualified

a ‘Misleading’ indicates that the auditor rendered either an ‘Adverse’ or a ‘Non-GAAP’ opinion.
‘Unqualified1’ indicates that the auditor felt that the case is fairly represented, yet there are areas of concern that
need to be explicitly highlighted. ‘Unqualified’ indicates a case judged to be fairly represented. Specific
definitions of these audit opinions can be found in the main text.

b Subjects S1–S12 specialize in medical companies, S13–S24 specialize in retail companies.
c Subject S4 judged equally likely a Misleading (Adverse), an Unqualified1, and an Unqualified Opinion on

this case.
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terized by the presence of an adversary (management) who intentionally causes the misrep-
resentation of a company’s economic conditions that is, a financial deception (Johnson,
Grazioli & Jamal, 1993; Thagard, 1992). Frauds are difficult to detect because they are
manipulated so as to appear to be the result of a fair financial reporting process.

We assume that cognitive agents (auditors included) have frequent and varied experience
with the phenomena of deception, both as a Deceiver and a Target-that is, victim-of
deception (e.g., Ceci, Leichtman & Putnick, 1992; Ekman, 1992; Grover, 1993). As a way
to cope with potentially deceiving adversaries, cognitive agents develop knowledge for
detecting deceptions (DePaulo, Stone & Lassiter, 1985; Vasek, 1986). This knowledge is
particular to the task of detecting deceptions, but is not expressed in terms of specific domain
content (Cosmides, 1985, 1989; Cosmides & Tooby, 1994, 1995).

From this assumption and a general strategy for solving problems that involves interac-
tions with other agents (the intentional stance–Dennett, 1989), we describe heuristics that can
be used to solve the deception detection problem. Drawing on work by Bowyer (1982) and
Mawby & Mitchell (1986), these heuristics are identified by first studying the ways in which
a deception can be created by an adversary, and then deriving means by which these
deceptions can be detected.

To succeed, the Deceiver must have knowledge of how to bring about failure in the
process that is used by the Target to interpret information and act in the world. We assume
that this knowledge includes an ability to envision the process of the Target’s thinking
(Dennett, 1989; Wellman, 1990). The Deceiver’s theory of the Target’s mind includes three
basic processes (e.g., Neisser, 1976): 1) the Target seeks (scans or accesses) information in
the environment, 2) the Target categorizes or interprets this information, and 3) as a result
of this categorization or interpretation the Target takes action that includes further sampling
of information.

We identify two types of failure in the Target’s thinking that are brought about by actions
of a Deceiver. We refer to the actions of the deceiver as ‘deception tactics’ and describe them
by reference to a deception ‘core,’ which is the item that the Deceiver either intends to hide
from the Target, or whose fictitious properties the Deceiver intends to simulate (Johnson,
Grazioli & Jamal, 1993).

In the first type of failure the Deceiver acts to disrupt or influence the Target’s process of
seeking information. This is done in one of three ways: 1) the Deceiver attempts to block or
remove attributes of an object, event or state of affairs (the deception core), 2) the Deceiver
attempts to diffuse or confuse attributes of the core that it wants the Target to miss, and 3)
the Deceiver attempts to focus the Target’s attention away from the core. We summarize
these three actions of the Deceiver by the termsmasking, dazzlinganddecoying,respectively
(from Bowyer, 1982).

In the second type of failure, the Deceiver acts to influence the Target’s process of
categorizing and interpreting information. We suppose that this is also done in three ways:
1) the Deceiver frames or labels the core so that the Target misclassifies it, 2) the Deceiver
modifies the core so that it is mistaken for something else, and 3) the Deceiver provides weak
evidence for the core so that the Target will dismiss it. We label these actionsrepackaging,
mimickinganddouble play,respectively (cfr. Bowyer 1982). The six deception tactics are
summarized in Table 2, with examples from the domain of accounting.
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Just as the Deceiver solves the problem of constructing a deception by using knowledge
of how the Target thinks and acts, we assume that the Target solves the problem of detecting
manipulations by using knowledge of how the Deceiver thinks and acts when constructing
a deception.4 This includes an ability to ascribe goals and actions to the Deceiver (Dennett,
1989; Trope, 1986; Wellmann, 1990). Specifically, we assume the process used by the Target
to infer the behavior of the Deceiver has three components: 1) the Target identifies incon-
sistencies between observations in the environment and expectations for these observations,
2) the Target determines that the inconsistencies are functional to the goals of the Deceiver,
and 3) the Target identifies potential actions of the Deceiver associated with one or more of
the six manipulations of the environment described above, and judges that the Deceiver is
able to manipulate the environment so as to create the observed inconsistencies.

We describe the Target’s knowledge for detecting a deception by a set of domain-
independent heuristics termed ‘detection tactics.’ In what follows, we derive properties of
these tactics and propose models of them, which we represent in the form of schemata
(Bartlett, 1961; Fiske & Taylor, 1991; Shank & Abelson, 1977). Alternative representations
for deception events are possible: Thagard (1992) uses networks of propositions, Worden
(1996) uses scripts, and also discusses pros and cons of alternative forms of representation.

From the perspective of the Target, we assume a detection tactic exists to counter each of
the six deception tactics employed by the Deceiver. Accordingly, we identify a schema for
each detection tactic. Each schema contains conditions that identify a situation as potentially
deceptive and initiate the hypothesis that a specific deception tactic (e.g., masking) has
occurred (Johnson, Grazioli & Jamal, 1993).

As an example, the schema for detecting a masking deception has three conditions: 1) an
expectation about the presence of an item in the environment is violated (i.e., something is
unexpectedly missing); 2) the determination that this violation is functional to one of the
goals that can be ascribed to the other agent (the deceiver); and 3) the determination that
another agent has the capability of deleting the item from the environment of the Target.
When a given situation satisfies these conditions, the hypothesis of deception is generated
and actions that aim to restore a correct representation of the deception core are taken.

To be useful, the schemata developed for each detection tactic must be applied to specific
situations, which requires verification that the conditions for a given schema apply. This

Table 2
Deception tactics (adapted from Johnson et al. 1993)

Deception tactics Examples of tactics for creating a financial deception

Masking Failing to record or disclose an expense or a liability
Dazzling Disclosing information in the footnotes to the statements rather than in showing it

in their body
Decoying Emphasizing legal issues (blind alleys) that after a close examination turn out to be

immaterial or handled appropriately
Repackaging Changing the descriptions or labels that characterize economic entities or reframing

issues to maliciously justify the use of favorable accounting procedures
Mimicking Creating fictitious transactions or transactions without substance
Double play Improperly applying General Accepted Accounting Principles, where an item is not

individually material
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cannot be done withoutmediating knowledgeof the domain in which the detection of
deception occurs. Such knowledge maps the conditions of the schemata into entities and
relationships in a particular task situation (e.g., second partner review of a set of financial
statements).

We treat the detection tactics as specifications for knowledge from the domain of
accounting that is required to detect financial deceptions. As applied to auditing, each
detection tactic requires domain-specific knowledge that identifies: 1) inconsistencies, 2)
possible adversarial goals of the Deceiver (management), and whether a given inconsistency
contributes to the achievement of these goals and, 3) manipulations that can generate the
inconsistency. In the next section we introduce a model of fraud detection that contains
domain knowledge for identifying inconsistent information in financial statements and
generating interpretive hypotheses about these inconsistencies based on management goals
and possible manipulations of the accounting process.5

The proposition that fraud detection is based on knowledge of how to detect deceptions
in the world satisfies the two constraints identified at the beginning of this section. First, it
addresses the low-base-rate constraint because it argues that this knowledge develops by
abstraction from numerous instances of deception to which the auditor has been exposed in
everyday life. Second, it fully appreciates the adversarial nature of detecting the deceptions
created by another agent (management) as it turns this constraint into a source of power by
using the goals and actions ascribed to the agent as a basis for detecting the actions that such
an agent may have taken in order to perpetrate the deception.

4. Competence model of fraud detection

To gain precision in our explanation of success in the task of fraud detection, we construct
a model of the knowledge that is sufficient for success in the class of detection tasks faced
by the subjects in our research. Thiscompetence modelis an idealization of human perfor-
mance at detecting financial statement fraud in the task of second-partner review. It is based
on models described in previous work on cognition in audit settings (Bouwman, 1983;
Johnson, Grazioli & Jamal, 1992; Johnson, Jamal & Berryman, 1991; Peters, 1990), inter-
views with a domain informant, and analysis of cases in the experimental materials given to
subjects in the present study.

The competence model implements a method for detecting deceptions that is consistent
with the theory introduced in the previous section. This method is based on the generation
and testing of hypotheses that explain inconsistencies between expectations and information
given in a set of financial statements (cues). Fig. 1 shows the method’s structure. The input
to the method is composed of a set of financial statements. The method’s output is an
indication of the extent to which the financial statements items are a fair representation of the
company’s economic condition.

The method decomposes fraud detection into four distinct processes. The first process–
activation–generates expectations for the values of cues in the financial statements (e.g., the
inventory balance). The expectations are compared to the observed values. The magnitude of
the discrepancy between observed and expected determines whether the cue is labeled as
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inconsistent. A second process–hypothesis generation–proposes hypotheses to explain the
inconsistencies resulting from 1) intentional manipulations, 2) errors in accounting, or 3)
insufficient disclosure of financial information. The third process-hypothesis evaluation-
process assesses hypotheses on the basis of their materiality and the fourth process-global
assessment-process combines all accepted hypotheses and produces a final outcome, which
is an indication of the extent to which the financial statements items are a fair representation
of the company’s economic condition. A detailed description of each process appears in
Appendix C.

The competence model shown in Fig. 1 was implemented as a computer program using
a classical production system architecture (e.g., Giarrantano & Riley, 1989; Newell &
Simon, 1972) with a forward chaining strategy.6 The input to the program is a set of 24 data
items from the financial statements that include present and past balances and information
from the notes to the statements. The output of the program is one of three conclusions about
the information in the statements: ‘misleading,’ ‘unqualified1,’ and ‘unqualified.’

The model was given the six cases shown in Table 1. Based on previous analysis of the
cases (Appendix A), historical documents, and the opinion of the collaborating expert, we
identified two major manipulations in each case. Surgical Products was manipulated by
masking the R&D costs and by using the repackaging strategy to modify the accounting
policies concerning molds and dies. Pharmaceutical was manipulated by altering (repack-
aging) the inventory and mailing lists balance. Big John’s inventory and pre-opening costs
were manipulated (repackaging). American Family was manipulated by repackaging the
inventory and using a double-play tactic in goodwill amortization. In addition to the main
manipulations, we also identified use of the repackaging tactic for the inventory of Surgical

Fig. 1. Fraud Detection Method
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Products, mimicking for their sales returns, and double-play for their change in accounting
estimates.

An abbreviated process trace of the program on the four fraud cases and the two nonfraud
cases is presented in Table 3. Following the decomposition of the method shown in Fig. 1,
the Table presents the intermediate and final processing results of the activation, hypothesis

Table 3
Process trace of the competence model on four fraud and two non-fraud casesa

Cue Subprocess
in the model

Cases

Pharma-
ceuticals
(fraud)

Surgical
products
(fraud)

Big
John’s
(fraud)

America’s
family
(fraud)

Vascular
product
(clean)

Southern
retail
(clean)

Molds & dies Activation
Hp. generation
Hp. evaluation

HIT
repackaging
HIT

Change in
accounting
estimates

Activation
Hp. generation
Hp. evaluation

HIT
double play
MISS

Goodwill
amortization

Activation
Hp. generation
Hp. evaluation

HIT
masking
HIT

Inventory Activation
Hp. generation
Hp. evaluation

HIT
repackaging
HIT

HIT
repackaging
HIT

HIT
repackaging
HIT

HIT
repackaging
HIT

Mailing list Activation
Hp. generation
Hp. evaluation

HIT
repackaging
HIT

Pre-opening
cost

Activation
Hp. generation
Hp. evaluation

HIT
repackaging
HIT

R & D Activation
Hp. generation
Hp. evaluation

False alarm
maskingb

corr. reject.

HIT
masking
HIT

False alarm
maskingb

corr. reject.
Sales return Activation

Hp. generation
Hp. evaluation

HIT
Error Hp.c

Miss
Overall Global

assessment
Misleading Misleading Misleading Misleading Unqualified Unqualified

a HIT 5 In Activation: the model correctly identified the cue as inconsistent; in Hypothesis Evaluation: the
model accepted a correct hypothesis.

MISS5 In Activation: the model failed to identify a manipulated cue as inconsistent; in Hypothesis Evaluation:
the model accepted an incorrect hypothesis.

False Alarm5 In Activation: the model generated an inconsistency when there was none.
Corr. Reject.5 In Hypothesis Evaluation: the model rejected an incorrect hypothesis.
Repackaging, Masking, etc. are the hypothesis generated by the model to explain inconsistencies identified during

the activation phase. Misleading and Unqualified are the final outcomes selected by the model for each case.
b The model generated an incorrect masking hypothesis. No masking manipulation or error was present for this cue.
c The model generated an incorrect hypothesis of error in the accounting process. The sales returns in the case

were the object of a repackaging manipulation.
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generation, hypothesis evaluation, and global assessment processes. Each row in the Table
represents a cue, and each column represents a specific case. The cells contain the responses
of the model to each cue. The last row contains the final outcomes selected by the model as
a response to the results of the intermediate processing of the cues in each case.

The first line of each cell in Table 3 indicates whether the model correctly recognized (a
hit), failed to recognize (a miss), or incorrectly recognized (false alarm) each manipulated
cue. Table 3 shows that the model’s success on generation of inconsistencies was 85%
(11/13): the model identified the eight manipulations in the four cases, plus three more that
were singled out from analysis of the cases. The model had no misses and two false alarms,
in which it incorrectly identified two cues as inconsistent.

The second line in each cell of Table 3 indicates the initial hypothesis the model
selected to explain each identified inconsistency. The model incorrectly generated the
initial hypothesis that the R&D balances in the financial statements of Pharmaceuticals
and Vascular Products were symptoms of masking manipulations (false alarms). The
model selected these hypotheses because the R&D expenditures at these companies were
not keeping up with the rate of growth of revenue. The model expected that high-tech
firms should have significant R&D expenditures, and that these expenditures should be
growing with the revenue. When this expectation was violated, the model generated the
hypothesis that part of these expenditures had not been reported (masking).

The model also generated the incorrect initial hypothesis that the sales returns balance
in the Surgical Products case was the result of an accounting error. The hypothesis was
generated because the reported sales returns-a cost to the company-appeared to increase
more than sales. The sales return balance is one of the manipulations created by the
management of the company.7 No deception hypothesis was generated by the model
because higher sales returns are not functional to the goal of overstating income ascribed
to management.

The last line in each cell shows the results of the evaluation of the hypotheses generated
by the model to explain the inconsistencies. The model correctly rejected the two false alarms
proposed in hypotheses generation. It also incorrectly accepted the hypothesis of an error in
accounting generated to explain the sales return and dropped the correct deception hypothesis
generated to explain the change in accounting estimates in Surgical Products because the
hypothesis did not pass the materiality test described in the previous section. Overall, the
model successfully evaluated 85% of the generated hypotheses (11/13, by coincidence the
same success ratio as above).

The final outcomes resulting from the global assessment of the confirmed hypotheses are
presented in the last row of Table 3. All six final outcomes are correct. In the Surgical
Products case, the model chose the more serious ‘misleading’ outcome, suggested by the
confirmed hypotheses of deception, over an ‘unqualified1’ outcome suggested by the
confirmed hypothesis of error (the sales return).8

Overall, the results shown in Table 3 indicate that the mechanisms described by the
theory are sufficient to detect the manipulations contained in the four fraud cases. In
addition, the model derived from the theory was able to recognize the two clean cases
as ones that did not contain financial deceptions. Based on these results we conclude that
the proposed theory is a plausible account of successful detection of the deceptions used
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to misrepresent financial information; however, the theory is clearly inadequate to
explain the behavior of the auditors in our experiment, most of who failed the fraud
detection task.

5. Explaining auditor behavior

To explain why auditors fail at detecting the deceptions created by management, we draw
on the early repair theory developed by Seely-Brown and VanLehn (1979), the more recent
bug theory proposed by VanLehn (1990), and analysis of cognitive misrepresentations by
Millikan (1993) and Cummins (1989). We begin with the argument that the knowledge that
leads to failure is the result of an agent’s adaptation to a task environment. We suppose that
the knowledge that underlies failure is not radically different from the knowledge that
supports success, so that it is possible to isolate local imperfections that may be responsible
for errors and failure of performance.

We make two assumptions about the nature of the knowledge held by cognitive agents.
The first assumption is that task base-rate affects the power of an agent’s knowledge. A high
base-rate task is one that is performed frequently. In general, feedback on solutions in such
tasks offers opportunities to revise (and improve) knowledge that initially leads to failure. By
contrast, in low base-rate tasks feedback occurs infrequently so that agents have little
opportunity to refine their knowledge to avoid future errors (Druckman & Bork, 1991). Since
the second partner review of a set of nonmanipulated financial statements is a frequently
performed task, we expect the knowledge that supports it to be stable and powerful. At the
same time, we expect the knowledge that supports the review of deceptive statements to be
less polished and less effective.

Our second assumption is that the cognitive architecture that supports the development of
problem-solving knowledge can be functionally divided into two components (VanLehn,
1990): an acquisition function and an interpretation function. The acquisition function takes
as input samples of problems and their solutions, and generates as output knowledge that
supports solutions to similar problems. The interpretation function takes as input the knowl-
edge produced from the acquisition function, plus a problem instance, and generates as
output a solution.

The acquisition function is activated by impasses in problem solving (Anderson, 1989;
Laird, Newell & Rosenbloom, 1987; VanLehn, 1990). Impasses are situations in which the
available knowledge does not apply completely to the task at hand. Under these circum-
stances, the cognitive agent considers an impasse to be a problem and tries to solve it. The
process of overcoming an impasse is called repair. Repairs are changes to the agent’s
operative knowledge. Repairs can be based on generalization, integration (VanLehn, 1990),
and analogy (Anderson, 1989). They also include new or modified assumptions about the
applicability of available solutions to the problems to be solved.

There is no a-priori guarantee that a given repair creates operative knowledge that leads
to a correct solution to a given problem (Ben-Zeev, 1995; VanLehn, 1990). Before receiving
feedback on the quality of a solution, the agent does not know if a proposed repair solves the
problem correctly or not. If the problem is not solved, another repair is needed. If the problem
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is solved, however, an intriguing situation may occur: the repaired knowledge successfully
solves the problem at hand, but-unknown to the agent-fails to solve other problems that are
similar in form to the one that spurred the repair. In this situation we say that a ‘bug’ has been
introduced in the agent’s knowledge (VanLehn, 1990).

The concept of knowledge bug as inappropriately repaired operative knowledge is the
focus of our explanation of error in the behavior of individuals who fail to detect deceptions.
Error is a term used to qualify a given behavior with respect to some normative criterion that
specifies rules for that behavior. In a given situation, whether a particular behavior is an error
depends on a norm specified by the observer. To the extent that we isolate specific elements
of the processes and representations that are responsible for error behaviors, we call these
elements knowledge bugs.

While the knowledge that supports high base-rate tasks is likely to be correctly repaired
because of the extensive feedback from task performance, the knowledge that supports low
base-rate tasks is more likely to contain bugs. In the domain of accounting, for example, this
means that some repairs of the knowledge used to support second-partner review of non-
fraudulent companies fail when they are applied to the review of fraudulent companies.

The knowledge bugs that affect low base-rate tasks such as fraud detection share four
characteristics:

Similarity: Since repairs are based on the existing knowledge, and since this knowledge
is acquired on the basis of feedback from a high base-rate task (i.e., second-partner review
of nonfraudulent companies), the buggy knowledge that affects the solution to the low
base-rate task (fraud detection) is similar to the knowledge that supports frequent success.
Simplicity: Since bugs are repaired elements of knowledge that the agent could not refine
due to a lack of feedback (because of the low base-rate of occurrence), they tend to be
relatively simple distortions or transformations of the knowledge that supports success.
Noninterference: Since bugs that interfere with the knowledge that supports high-base rate
tasks are quickly repaired, it follows that the remaining bugs do not interfere with this
knowledge.
Plausibility: Since a bug is a bona-fide repair to an impasse, it should support limited
success, or at least not be implausible.

To understand differences between the subjects who fail and those who succeed at the task
of detecting financial statement frauds, we propose specific hypotheses about imperfections
(bugs) in the knowledge that supports fraud detection. We then evaluate these hypotheses by
implementing them in aperformance modelof fraud detection, and by comparing the
behavior of this model with the behavior of subjects in Table 1.

6. Performance model of fraud detection

A performance model of fraud detection is a way to account for the behavior of subjects
engaged in a particular set of tasks. As such, it should diverge from acompetence modeland
fail to detect the frauds contained in the case materials when the subjects it models fail to do
so. The performance model is obtained by seeding the hypothesized imperfections in the

368 P.E. Johnson et al. / Cognitive Science 25 (2001) 355–392



competence model described earlier. The resulting model exhibits error behaviors and
(sometimes) ultimate detection failure.

A known difficulty in proposing hypotheses about sources of errors is that typically many
of these sources are compatible with the same error behavior (Reason, 1990). Unconstrained
attempts to generate error hypotheses for complex tasks may quickly become an endless list
of possible malfunctions, difficult to test and evaluate (VanLehn, 1990).

To overcome this difficulty, we introduce three sources of constraint to select candidate
hypotheses. The first source of constraint is the competence model of the task proposed
above. This model contains detailed descriptions of processes and representations that
support success in the detection of deception. The second source of constraint is the four
theoretical properties of knowledge bugs that occur in low base-rate tasks (listed above). The
third source of constraint for the knowledge bugs is the actual errors committed by each
auditor, as described next.

The sample of 24 subjects whose data on the fraud detection task are shown in Table 1 was
divided into two subsets: a modeling subset (5 subjects) and a testing subset (19 subjects).
The modeling subset was used to identify errors and develop hypotheses to explain them.
The second subset was put aside for testing purposes. Two of the five subjects in the
modeling subset (S1 and S2) were selected because they detected fraud in all four cases,
which makes them the best performers in our sample. One subject (S24) was selected
because he failed to detect the manipulations and consistently rendered an unqualified
opinion in each of the four cases. This subject was the worst performer in the sample. The
other two subjects in the modeling subset (S7 and S12) were randomly selected among those
occupying an intermediate position in performance. One subject was successful on three
cases; the other was successful on one case.

An error analysis (Johnson, Grazioli, Jamal & Zualkernan, 1992) was performed based on
the method for fraud detection shown in Fig. 1. In this analysis, the verbal protocols of the
five subjects in the modeling subset were coded to determine which of the cues in each of
the four fraud cases were considered inconsistent, what hypotheses were proposed and
accepted for explaining them, what final opinion was rendered and on what basis (see
Appendix B). The resulting process traces (one trace per case per subject, for a total of 53
4 5 20 traces) were compared with the process trace of the competence model (Table 3) and,
treated as a specification for normatively correct behavior. On this basis, we identified four
categories of error (Error A, B, C, and D-as shown in Fig. 1):

Error A (activation error)-This type of error is defined as missing a cue, or dismissing it
early, that is, after attending to it, but without generating any inconsistency.

Error B (hypothesis generation error)-This type of error is defined as interpreting an
inconsistency as an error in accounting or as an insufficient disclosure issue.

Error C (evaluation error)-This type of error is defined as failing to evaluate an incon-
sistency as material.

Error D (assessment error)-This type of error is defined as failing to take into account a
hypothesis while selecting a final opinion.

Results of the error analysis applied to the five subjects in the testing set are presented in
Table 4. For the five subjects in the modeling subset there were 49 instances of the four types
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of errors across the four cases. Error B was the most frequent (26 occurrences), Error A the
least frequent (3 occurrences).

Table 4 also shows that no subject in the modeling subset, including the successful ones,
was flawless across all cases. S1 made one error; S24 made 19. Not surprisingly, task
performance appears to decline as the number of errors increases. However, the data indicate
that the presence of a small number of errors does not necessarily degrade performance,
suggesting the presence of redundancies in the problem solving knowledge used by the
auditors.

Examination of the data shown in Table 4 also indicates that, in general, subjects did not
manifest similar error patterns across cases and that cases did not induce similar error
patterns across subjects. This finding, which is similar to the ‘migration’ phenomenon
reported by VanLehn (1990), and the ‘mal-rules’ instability observed by Payne and Squibb
(1990), is consistent with the conjecture that subjects are not well adapted to the task of fraud
detection.

Overall, errors appear to be related to outcomes in non-obvious ways. The observation of

Table 4
Errors in the behavior of five subjects from Table 1

Subject Case: Pharmaceutical Products Case: Surgical Products

Types of Errors
in processing the
mailing lists cueb

Types of Errors
in processing the
inventory cue

Outcomea Types of Errors
in processing
the molds and
dies cue

Types of Errors
in processing the
R&D cue

Outcomea

A B C D A B C D A B C D A B C D

S2 Misleading Misleading
S1 X X Misleading X X Misleading
S7 X Misleading X Misleading
S12 X X X X Unqualif.1 X X Misleading
S24 X X X X X X Unqualified X X X X Unqualified

Subject Case: Big John’s Case: America’s Family Video

Types of Errors
in processing the
pre-opening
costs cue

Types of Errors
in processing the
inventory cue

Outcomea Types of Errors
in processing the
inventory cue

Types of Errors
in processing
goodwill
amortization

Outcomea

A B C D A B C D A B C D A B C D

S2 X Misleading Misleading
S1 X X Misleading X Misleading
S7 X Misleading X X X X X Unqualif.1
S12 X X X Unqualif.1 X X X X X Unqualified
S24 X X X X X X Unqualified X X X Unqualified

a Unqualif.1 standards for ’unqualified with additional paragraph.’
b Error A (activation error)5 missing a cue, or dismissing it early. Error B (generation error)5 interpreting

an inconsistency as an error in accounting or as an insufficient disclosure issue. Error C (evaluation error)5
failing to evaluate an hypothesis as material. Error D (assessment error)5 failing to take into account an
hypothesis while selecting a final opinion.

370 P.E. Johnson et al. / Cognitive Science 25 (2001) 355–392



success in the presence of error, as well as failure resulting from different error patterns,
suggests that errors interact in determining subject performance (Johnson, Grazioli & Jamal,
1992). To explain failure at detecting fraud we need to take into account how these local
errors affect the processing of information about a case. We do this by first identifying
knowledge bugs for the observed errors, and then by modeling their interaction.

7. Knowledge bugs

We begin by hypothesizing four specific perturbations (bugs) in the knowledge of
accounting embodied in the competence model of fraud detection that lead to errors in
performance, and hence failure to detect the financial frauds in the case materials.

7a. Bug A.Error A is defined as the inability to identify a manipulated cue as inconsistent.
There were three occurrences of Error A in the behavior of the subset of subjects shown in
Table 4. These errors were made by two subjects: S1 on Big John’s and S24 on America’s
Family and Surgical Products. Examination of the competence model suggests that Error A
may be generated by either a poor procedure that generates the expectation for the cue, or by
use of a poor criterion to establish that the difference between cue and expectation requires
further investigation.

Since the criterion is found in specific professional guidelines that are likely to be known
by the subjects, we speculate that Error A is generated by a poor procedure that generates the
expectation for the cue. Accordingly, Bug A is implemented in the model by forcing the
expectation of a cue to be equal to its actual value, so that when the value and the expectation
are compared, the model does not produce an inconsistency (because their difference is less
than the criterion).

7b. Bug B.Error B refers to the generation of incorrect hypotheses when interpreting
inconsistencies. The subjects in the modeling subsample committed the hypothesis genera-
tion Error B 26 times (Table 4). In 19 occurrences this failure resulted in the hypothesis of
an error in accounting. For the remaining seven instances an insufficient disclosure hypoth-
esis was generated.

VanLehn (1990) suggests that a frequent cause of bugs is inappropriate generalizations
created to repair impasses. In our research, interpreting a fraudulent manipulation as an error
in the valuation process, or as a disclosure issue, is an inappropriate generalization. This
generalization is plausible because error and disclosure problems have a higher frequency
than fraud (Koehler, 1996), and at times the line between an intentional and unintentional
misrepresentation is quite fine. As a result, our model does not distinguish between errors in
accounting that are functional to increasing operating income and intentional misrepresen-
tation designed to achieve the same result.

According to the theory proposed in the previous sections, failure to generate a deception
hypothesis is the result of a bug in the knowledge that mediates between specific situations
in the case under consideration and the domain-independent deception tactics. More specif-
ically, the model assumes that the tactics are not applicable if any one of the three structural
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conditions (see Fig. 2 in appendix C) is not satisfied: existence of an inconsistency,
functionality, or feasibility.

Setting aside the possibility of failure in generating an inconsistency (described above
under the heading of bug A), we are left with two possible explanations for Error B. The first
is that functionality is not established, perhaps because an adversarial goal is not ascribed to
management. The second possibility is that feasibility is not established, perhaps because of
a failure in retrieving a possible manipulation of the accounting process that explains an
inconsistency. Either possibility will result in a failure to generate the hypothesis that the
inconsistency is the result of intentional manipulation. Since we assume that ascribing
adversarial goals to management is a higher base-rate activity than retrieving a specific
manipulation of the accounting process from memory, we operationalize the failure to apply the
tactics by deleting the manipulation from the set of available explanations for the inconsistency.

We assume that when the deception hypothesis is not generated, auditors default on one
of the other available explanations for detected inconsistencies: either error in accounting or
insufficient disclosure (which one depends on the specific inconsistency as described in
Appendix C). The generation of either hypothesis is an over-generalization because the
specific information that discriminates between accounting errors and fraud (i.e., the inten-
tionality and the manipulation) is ignored. Accordingly, the hypothesis generation process in
the model generates error or disclosure hypotheses to explain inconsistencies whenever a
deception hypothesis is not available.

Fig. 2. Instantiation of a Detection Tactic.
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7c. Bug C.Error C refers to the rejection of a correct hypothesis about an identified
inconsistency. The five subjects in our subsample committed this error eleven times, some-
times twice in the same case. We suppose that the choice of a criterion to evaluate an
inconsistency and its corresponding explanatory hypothesis is the impasse that originates an
inappropriate repair.

Accordingly, Bug C is operationalized by forcing the model to use an inappropriate basis
for testing the materiality (i.e., magnitude) of an inconsistency: rather than the operating
income, the model uses sales revenue or total assets. The model uses sales revenues when the
inconsistent cue belongs to the income statement, and total assets when the inconsistent cue
belongs to the balance sheet. Since total asset and sales revenues are much larger than the
operating income, the impact of each inconsistent cue is comparatively smaller. This causes
an underestimation of the significance of the inconsistency and often a dismissal of the
corresponding hypothesis.

7d. Bug D.Error D refers to the failure to take into account an accepted hypothesis while
selecting a final opinion. We argue that error D is caused by a failure to combine the detected
inconsistencies, so that an inconsistency is evaluated in isolation, that is, not in combination
with others. S12, S24 and S7 committed nine of these errors in the four fraud cases. Bug D
is operationalized as excluding one or more inconsistencies from the aggregation test
(Johnson, Grazioli & Jamal, 1992).

Thus far, we have argued that explaining detection performance entails: 1) identifying the
knowledge that supports the problem solving task of interest at a level of detail such that a
competence model of the solution process can be built, and 2) hypothesizing imperfections
that affect this knowledge, based on a theory of failure at the task and the error behavior
observed from experimental subjects. In the next section we test this argument by seeding the
bugs into the competence model of the solution process and by verifying that the resulting
performance model displays responses (inclusive of successes and failures) that match the
behaviors observed in the human subjects.

8. Theory evaluation

The proposed theory of success and failure at detecting deception is evaluated by
comparing the problem solving outcomes of the 19 auditors in the testing (hold-out)
subsample with the predictions from the performance model. The performance model takes
as input a case, plus a list of the bugs manifested by a given subject in response to the two
major manipulations for that case, and predicts the subject’s outcome.9 The performance
model was developed to achieve complete (100%) accuracy in fitting the 20 outcomes
(misleading, unqualified1, and unqualified) of the five subjects in the modeling subsample
for the four fraud cases. The 19 subjects in the testing subset each completed four fraud
cases, resulting in a total of 76 outcomes to be predicted.

9. Error analysis of subjects in the testing sample

The 19 subjects in the testing subset engaged in thinking aloud while working on each of
the four fraud cases. The verbal protocols that summarized each subject thinking aloud
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activity were analyzed for the presence of errors following the procedures discussed in
Appendix B. Table 5 summarizes the errors observed in the responses of each of these 19
subjects (plus, for completeness, the 5 subjects shown in Table 4).

As shown in Table 5, approximately half the subjects committed at least five errors (and
less than ten). The other one-half committed more than ten errors. The greatest number of
errors (19) was committed by S24. No subject was error free across cases, although some
subjects completed some cases without committing any of the four types of errors identified
in our error analysis. Subject S2, who performed successfully in all four cases, manifested
only one error (Error B in Big John’s–See Table 5). Five subjects concluded at least one case
successfully and without errors.

Each type of error (i.e., A, B, C, and D) occurred in each of the four cases. Activation
Error A was the least frequent: 19 instances were observed, out of 192 opportunities (24
subjects x 4 cases x 2 cues). The comparatively low frequency of Error A is consistent with
our theory. The knowledge that is employed by the subjects to identify inconsistencies for the

Table 5
Errors made by 24 subjects on four fraud casesa

Subject
(2)

CASE

Pharmaceuticals Surgical products Big John’s America’s family

Mailing
lists

Inventory Molds
& dies

R&D Pre-opening
costs

Inventory Inventory Goodwill
amortization

S1* B B B B A B B
S2* B
S3 B B B, D B
S4 B B B, C B, D B, D
S5 B B, D A B B B, D
S6 B B B B, C B, C, D A
S7* B B B B, C, D B, C
S8 B, C, D B, C, D B B, D B
S9 B, C, D B, C, D B A B B, D
S10 B, C, D B B A B, C B, D B, D
S11 B, D B B, D A B, D B, D
S12* B, D B, D B B B B, C B, C B, C, D
S13 B B B B A
S14 B B B B
S15 A A B B B
S16 B, C B, C B B B, D
S17 B, D B, D B, C, D A B B, C B, C, D
S18 B A A B, C B, C, D
S19 B B, D B A
S20 B B B B, D A
S21 B, D A B, C B B, C, D B, C, D
S22 B B B B B, D A
S23 B, D B, D B, C, D B B B, C A
S24* B, C, D B, C, D B, C, D A B, C, D B, C, D B, C A

* These five subjects were used in the model development phase.
a Letters in cells indicate types of errors. A5 activation error; B5 hypothesis generation error; C5 hypothesis

evaluation error; D5 assessment error.
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purpose of the detecting fraud is the same knowledge that it is used to identify inconsisten-
cies for the purpose of assigning other, more frequent outcomes. As a result, subjects have
a better chance to refine it.

Hypothesis generation Error B was the most common. The 24 subjects had 173 oppor-
tunities to commit Error B in the four cases (192 instances, minus 19 cues that were not
identified as inconsistent and therefore did not require an interpretation). In 114 instances
(66% of the time) subjects made Error B. This relatively high frequency is consistent with
the explanation of errors as overgeneralization of hypotheses selected to interpret identified
inconsistencies. All subjects made at least one Error B; some made as many as six out of a
possible eight opportunities (two cues x four cases).

Thirty-two evaluation Errors C and 43 global assessment Errors D were observed in our
sample. The intermediate frequency of these errors is further evidence that the subjects are
less than perfectly adapted to the fraud detection task.10 The total number of errors observed
across all subjects and cases was 208.

10. Comparison of model and subject outcomes

Results of comparison between the outcomes of the performance model and the outcomes
selected by each subject on each of the four fraud cases are summarized in Table 6, which
shows that the model correctly predicted 84% of the outcomes in the testing sample
(misleading, unqualified1, and unqualified). Overall, the model accurately predicted 87% of
the outcomes in Table 1. The measured accuracy of the model (Cohen’s Kappa) after
correcting for chance agreement is 0.83 (Cohen, 1960). Table 7 details the outcomes for
subjects on each of the four fraud cases compared with outcomes of the model. In what
follows we examine the mismatches between the subjects and the model in each case.

10.1. Pharmaceuticals

On this case the model failed to correctly predict the outcome of three out of the 19
subjects in the testing subsample. As shown in Table 7, the model predicted an unqualified
opinion for S16, who instead rendered an unqualified1 opinion. The model based its
prediction on the fact that S16 failed to correctly evaluate the materiality of the (wrong)

Table 6
Prediction accuracy of the performance model

Samples Fraud cases Accuracy
across
cases

Pharmeuticals
(medical)

Surgical
products
(medical)

Big John’s
(retail)

America’s
family
(retail)

Testing subsample:
76 observations 84% 79% 95% 79% 84%
(19 subjects on four cases)
Total sample:
96 observations 87% 83% 96% 83% 87%
(24 subjects on four cases)
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hypotheses generated to explain the cues in the case (Error C in Table 5). Other subjects, in
the same situation, rendered an unqualified opinion, as did the model.

The model also incorrectly predicted success for two subjects (S18 and S11) who actually
failed to detect the fraud. The model predicted success (detection) for S18 because this
subject did not manifest any of the four types of error in his protocol for the case. Despite
the absence of errors, S18 rendered an unqualified opinion (Table 7).11 The model predicted
success for S11 because of his flawless performance on the mailing list cue. The sufficiency
of correct processing of this cue for achieving success is demonstrated by the process trace
of S15, who succeeded in evaluating Pharmaceuticals despite missing the other cue (Table
5). S11 manifested errors B and D on the inventory cue, which suggests possible interference
between correct (mailing list) and incorrect (inventory) processing.

10.2. Surgical products

The model failed to predict the outcome for four subjects in this case. S17 issued an
‘additional paragraph’ to his opinion, as opposed to the model’s ‘unqualified’ prediction. The

Table 7
Comparison of subject and performance model responses on four fraud cases*,a

Subjects Cases

Pharmaceuticals Surgical products Big John’s America’s family

S1* M M M M
S2* M M M M
S3 M M U1 M
S4 M M U1 U/U1
S5 M U M U1
S6 M U1 U M
S7* M M M U1
S8 U M U1 M
S9 U U1 M U1/M
S10 M U1 U1/U U1
S11 U/M M U U/U1
S12* U1 M U1 U
S13 M U1 M M
S14 M U1 M M
S15 M U/M M M
S16 U1/U M M U1
S17 U U1/U M U
S18 U/M U1 M U
S19 M M U1 U1
S20 M U1/M M U
S21 M U U1 U
S22 M U1 U1 U/M
S23 U1 U1/M U1 U
S24* U U U U

* These five subjects were used in the model development phase.
a M 5 misleading; U1 5 Unqualified opinion with additional paragraph; U5 Unqualified opinion. Model

responses match subject responses in all instances except those with a double entry (the letter above the line is
the subject response; the letter below the line is the model response).
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model’s prediction was based on the fact that S17 completely missed the R&D cue and
committed three errors (B, C and D) on the molds and dies cue. By contrast, S5, who missed
the R&D cue and made fewer errors (only B and D), concluded his review with an
unqualified opinion. The last three subjects gave unqualified (S15) and unqualified1 (S20,
S23) opinions despite the fact that their protocols did not reveal errors in processing at least
one of the two main cues for the case.

10.3. Big John’s

The model failed to predict the outcome for one subject (S10). S10 missed the inventory
cue and failed to appreciate the materiality of the other main cue. On this basis, the model
predicted an unqualified opinion, while the subject chose an unqualified1 opinion.

10.4. America’s family

As shown in Table 7, the model failed to predict the outcome of four subjects (S4, S9, S11,
and S22) on this case. S4 and S11 rendered an unqualified opinion, not the predicted
unqualified1. In making this prediction, the model is consistent with the behavior of S10,
who, after committing the same errors as S4 and S11, rendered an unqualified opinion (see
Tables 5 and 7).

The model also predicted success for S9 and S22, based on their performance on the
inventory cue. The inventory manipulation in this case is so substantial that an errorless
handling of this issue is considered sufficient reason to predict successful detection. S13, for
instance, succeeded on the basis of the inventory cue after missing the other cue (goodwill).
Contrary to the prediction, both S9 and S22 failed to detect the fraud.

Previous work (Johnson, Grazioli & Jamal, 1992; Johnson, Grazioli, Jamal & Zualkernan,
1992) has suggested that some auditors occasionally render a “misleading” final outcome
without generating the hypothesis that a financial deception has occurred. Such subjects
typically generate hypotheses of error in accounting to explain inconsistencies that are, in
fact, symptoms of fraud. This type of response occurred four times in our 96 tasks (i.e., 24
subjects x 4 cases): Subject S1 in the Pharmaceutical and Surgical Products cases, subject
S15 in the American Family case, and subject S12 in the Surgical Products case. The verbal
protocols of these subjects reveal that they combined hypotheses of error to conclude that the
financial statements of the examined company were misleading. This phenomenon suggests
redundancies in subjects’ knowledge that may protect them from falling prey to a deception
despite not being able to generate the hypothesis that deceptive manipulations have occurred.
As described in Appendix C, such knowledge is included in our competence model, although
it is not covered by the proposed theory.

Analysis of model and subject behavior on the four fraud cases shows that prediction
failures are fairly evenly spread across type of subjects and cases. In eight out of the ten
instances where subject and model outcomes are discrepant, the model chose a more severe
outcome than did the subject. In most cases, modifications of the model’s predictions for the
purpose of reducing the identified mismatches would reduce the fit of the model outcomes
with the opinions of other subjects in the sample. In the remaining cases, such modifications
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would comprise ad hoc rather than principled alterations of the theory on which the model
is based (Lewandowsky, 1993; McCloskey, 1991).

Overall, the ability of the model to predict success and failure in fraud detection on the
cases shown in Table 1 is quite remarkable. It is difficult to detect regularities in surface
features of the data presented in Table 1. Our results are consistent with the proposition that
such regularities in fact lie in the deeper knowledge for detecting the manipulations (decep-
tion) created by another agent, plus perturbations in the knowledge of the domain on which
the manipulations are based.

10.5. Subjects who failed on the clean cases

All of the failures we observed in the performance of subjects on the fraud cases shown
in Table 1 were ‘miss’ failures (i.e., failures to identify a financial deception when one is
present). The theory of failure presented here does not consider ‘false alarms’ (i.e., identi-
fying a financial deception when none is present). Accordingly, the bugs we proposed to
model errors made by subjects share the characteristic of leading the model astray (i.e., from
the path to a correct detection). Such bugs do not explain why a subject took that path when
it was not warranted. We speculate that just as auditor’s knowledge of accounting contains
perturbations (bugs) that distort behavior on fraud cases, there are other distortions that are
responsible for failure on clean cases. We did not model these failures in the present study.

Most subjects (17/24) correctly classified the clean cases as free from problems. However,
seven subjects chose a different opinion (see Table 1). Of these, S16, S5, and S9 chose to add
a paragraph to their unqualified opinion due to the presence of an unresolved litigation. S2
chose to add a paragraph due to the lack of consistency in the treatment of pension expense.
S1 and S10 incorrectly conclude that the Vascular Product case had serious auditing
problems; both based their conclusions on a variety of cues they considered anomalous. S1
and S10 incorrectly issued a ‘non-GAAP’ opinion based on inventory, intangibles, litigation,
revenue recognition, taxes, and accounts receivable. In fact, these cues do not represent
departures from GAAP.

The fact that subjects failed to detect manipulations in fraud cases three times as often as
they erroneously detected manipulations in clean cases is consistent with the argument that
auditors have better knowledge for evaluating clean cases, since they process more of them.
However, this knowledge is also the basis for unwarranted generalizations that occasionally
lead to failures.

11. Knowledge bugs or lack of information: an alternative explanation

In previous sections we have argued that auditors fail to detect financial deception because
their domain knowledge contains bugs. An alternative explanation–rooted in the theory of
decision-making under uncertainty (e.g., Fox & Tversky, 1998)-is that subjects interpret the
inconsistencies in a given case based on uncertain choice among alternative interpretations
(i.e., an inconsistency can be either evidence for an error or an intentional manipulation).
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This explanation does not require a bug in auditors’ knowledge: lacking sufficient informa-
tion, the auditors make a judgment call, which in many cases turns out to be incorrect, hence
the failure to detect fraud.

To assess the plausibility of the uncertainty-based explanation for our results, we exam-
ined the auditors’ ratings of the appropriateness of their opinions. As described above, after
completing evaluation of all cases, each auditor was asked to assign a rating as to the
appropriateness of each opinion on each case. For each auditor and each case, we identified
the ‘dominant’ opinion, that is, the opinion the auditor felt to be most appropriate, as well as
its runner-up (next most appropriate opinion).

According to both explanations, the auditors’ knowledge is well adapted to the task of
reviewing clean cases, with which they have frequent and repeated experience. When they
encounter a clean case, they should classify it appropriately and confidently. The two
explanations differ, however, in predicting what would happen when the auditors are faced
with the inconsistencies that characterize a fraudulent case.

According to the uncertainty-based explanation, auditors become uncertain about alter-
natives, look for additional information, and as a result, should express uncertainty regarding
the appropriateness of the opinion they render. Accordingly, we would expect to observe that
ratings of the auditors’ dominant opinion on the fraud cases would be lower than the ratings
of their dominant opinion on the clean case, and similar to the ratings for its runner-up (the
most likely alternative). By contrast, the knowledge-bug explanation predicts that auditors’
ratings of their dominant opinion for the fraud cases will be 1) no different from ratings of
their dominant opinions on the clean case, and 2) significantly higher than ratings for its
runner up in all cases.

In general (across cases) the auditors rated (on a 1–7 scale) their dominant opinion as
highly appropriate (mean rating of 5.64, std. dev.5 1.03). A multivariate ANOVA using a
within-subjects repeated-measures (across cases) design and three multivariate tests (Pillai’s
trace, Hotelling’s trace and Wilk’s lambda) consistently rejected the hypothesis that the case
affected auditors’ rating of the appropriateness of their dominant opinion (p 5 0.221).
Paired-sample contrasts testing the difference between ratings assigned to each fraud case
and the clean case were also not significant.

A non-parametric test was additionally used to evaluate the hypothesis that ratings for the
dominant opinion on each case were sampled from different distributions. A Friedman test
rejected the hypothesis that the case affected the ratings (p 5 0.353), which reinforces the
conclusions reached by the multivariate ANOVA.

Across cases and subjects, the average difference between the auditors’ rating of their
dominant opinion and its runner up was 2.3 (std. dev.5 1.71). Case-by-case, paired-sample
t tests of the differences between judgment of the dominant opinion and its runner-up
revealed that on average the difference between the dominant opinion and its runner-up was
positive and highly significant (p , 0.000).

We interpret these results as strong support for the knowledge-bug hypothesis and,
correspondingly, as disconfirmation of the alternative explanation that auditor choice
under uncertainty based on lack of information is responsible for the findings of our
research.
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12. Conclusion

We have investigated how a group of highly trained individuals succeed and fail at solving
the problem of detecting deceptions in a specific adversarial setting. To explain success we
have proposed that these individuals apply a variation of Dennett’s intentional stance. In our
case, this strategy is based on a set of heuristics-the detection tactics-that interpret incon-
sistencies between expectations and observations in the light of the Deceiver’s goals and
possible actions. We have argued that such tactics are: 1) developed from experience with
deception across a variety of domains, and 2) available for use in specific circumstances such
as the auditing of a company’s financial statements.

Our explanation of failure to detect financial deceptions integrates previous empirical
work on deception (Johnson, Grazioli & Jamal, 1993), a theory of information processing
errors (VanLehn, 1990), and a process model of the detection of financial statements fraud.
We have argued that the detection knowledge used by subjects in our research incorporates
specific knowledge of the domain where the deception occurs. However, this domain-specific
knowledge contains perturbations that distort the processing of information used to identify
the manipulations that have taken place. These perturbations are the result of incorrectly
applying what has been learned in the context of fairly presented information to problems in
which an adversarial agent has manipulated information with the intent to deceive.

Specific hypotheses about the nature of these perturbations (knowledge bugs) were
derived from a comparison of the behavior of subjects with the behavior of a model of
successful detection. The comparison allowed us to identify the localized errors made by the
subjects in the detection task. The distribution of these errors was consistent with the
proposed theory. We also discovered that success is compatible with making errors. No
subject-even the successful ones-was flawless across all cases. Our work shows that errors
interact in non-obvious ways to create complex patterns of behavior that are unstable, yet
susceptible to principled analysis.

The theory we propose was evaluated by constructing and testing a model of performance
in a real-world task that includes the detection of a specific form of deception (financial
statement fraud). The model, which contains the hypothesized perturbations, was used to
predict the behavior of a sample of individuals whose organizational responsibilities include
the detection of financial deception. The model matched 87% of the subjects’ outcomes (84
out of 96 observations).

Despite its success in being able to predict the behavior (success and failure) of the 24
subjects in our study, there are significant limitations to the theory we have constructed.
Chief among these is the fact that we did not address the question of what initiates the use
of detection knowledge in the presence of specific cues. We have assumed that detection
tactics are routinely summoned by subjects as part of the process of explaining an incon-
sistency. When the conditions of a given tactic are satisfied, the hypothesis that a deception
has occurred is generated.

There may, however, be specific cues that initiate use of the detection tactics. Cosmides
& Tooby (1992; 1994) and others (e.g., Gigerenzer & Hug, 1992; Platt & Griggs, 1993), have
argued that prompts to look for cheaters (including Deceivers) in the context of a social
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contract can have a major effect on subjects’ performance. The presence of such a prompt
may generate a greater success rate for the task of fraud detection than we have observed.

We have also not modeled the process by which bugs are manifest in the behavior of a
given subject for a particular case, or how bugs develop in a given subject’s experience. The
learning history of each auditor is populated with a variety of experiences, varying from
textbooks, case materials and training conducted by firms, to individual experience with
clients and discussions with colleagues. In all of this there are opportunities for the (over)
generalizations described here to occur, despite considerable motivation to perform effec-
tively in situations where a deception may be present. Studies of the learning histories of
subjects at various stages of professional development are needed to support our argument
for the origin of perturbations of domain knowledge that we have called knowledge bugs.

Finally, recent work on the concept of mindreading and theory of mind (Baron-Cohen,
1995; Cosmides & Tooby, 1994; Cosmides & Tooby, 1995; Leslie, 1987; Wellman, 1990;
Whiten & Perner, 1991) suggests that there may be a more general formulation for the
process we have described by means of the deception detection tactics. Although we have
postulated a process (ascription) through which auditors assign goals to agents who have
manipulated the environment they must evaluate, we have not extended the argument for this
process to the prediction of the behavior of agents outside the context of our audit cases. Such
a step would strengthen our argument that the successful auditor detects deception using
knowledge developed in other domains (i.e., not accounting). Studies in which auditors are
given a variety of detection tasks would provide important convergent evidence for the
arguments presented here.

An interesting practical consequence of our work is that fixing individual bugs may not be
the most effective means to improve auditor performance. Auditors who succeed consistently
in fraud detection are not necessarily free of imperfections in their knowledge. The fact that
successful performance does not require flawless knowledge suggests that the operative
knowledge of the individual auditor contains redundancies that make it robust to the presence
of small distortions.

From a scientific perspective, the work presented here provides insight into a complex,
real-world, task in which success does not seem to depend directly on specific experience
(Johnson, Zualkernan & Tukey, 1993; Zualkernan & Johnson, 1992). Although in our data many
who attempt the detection task fail, some persistently succeed. We have argued that even those
who fail may have the knowledge needed for success. However, such knowledge is obscured by
imperfections derived from the context in which given instances of the task occur. More intensive
study of tasks such as the one investigated here may provide insight into powerful forms of
knowledge that are at present poorly understood, yet underlie performance that is more common
in everyday life and the world of work than we have previously supposed.

Notes

1. The strength of this treatment administration schedule is that it keeps order effects
constant, so that process comparisons can be made across subjects. Its weakness is
that possible order effects and learning effects are confounded. A statistical analysis
was performed to determine the presence of case order effects on auditor perfor-
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mance. Both the Scheffe and the Tukey tests of the differences among group means
rejected the hypothesis that the performance (success or failure) of the 24 auditors in
the sample is different across the four cases (alpha5 0.05). In addition, a Pearson
coefficient of correlation between performance and order of presentation was non-
significant and small and negative in value. At the level of the overall sample there
is no evidence for order effects. This conclusion does not, however, preclude order
effects for individual auditors.

2. Strictly speaking, the information in the financial statements is not sufficient to accuse
a company of fraud in accordance with the law and accounting standards. However,
that is not the purpose of the second partner review task, which rather is to control for
the quality of statements before they are issued by an auditing firm. When the second
partner disagrees with the opinion of the engagement partner, the auditing firm is
likely to withhold the statements until the issues are resolved. Issue resolution may
involve re-examining the auditing working papers (the result of the auditing field
work). The working papers were not provided as part of our experimental materials.

3. To verify the proposed aggregation of subject responses into three categories (i.e.,
misleading, unqualified1 and unqualified) we performed a cluster analysis (Norusis,
1988) of the ratings issued by the subjects on the appropriateness of each of the six
different audit opinions. If we constrain the number of clusters to three, the cluster
analysis generates exactly the three classes we propose.

4. The Target may also simply recognize a given deception as an instance of one she has
seen in the past. However, the low frequency of occurrence of financial statement
fraud make this detection-by-recognition unlikely.

5. In the theory of fraud detection proposed here we identify classes of potential
manipulations using a model of the accounting process found in accounting textbooks
(e.g., Nikolai & Brazley, 1992), plus knowledge of the manipulations that occurred in
the specific case materials given to subjects. The model describes the accounting
process as consisting of three steps: 1) classification, 2) valuation, and 3) disclosure
of economically significant events and transactions (items). According to the model,
item classification consists of assigning each item to a meaningful accounting cate-
gory. Once the item category has been assigned, accounting procedures to associate
a value with the item can be selected. At times, the selection of these procedures
allows for a considerable degree of freedom. The actual vauation process generates a
value for each item. The details of this computation, the procedures used and the final
value may then be disclosed in the financial statements. An example of an econom-
ically significant event from the cases comprising our experimental materials is the
aging and wearing of tools due to use and time. Such tools need to be classified as
assets and depreciated over their useful lives. On the basis of this classification, rules
are selected to compute depreciation. The computation is then carried out, and its
results disclosed (e.g., Nikolai & Bazley, 1992). Asset depreciation may be affected
by a double play deception tactic, which specifies manipulations that maliciously
declare the deception core so that the Target explains it away. In the specific case of
asset depreciation, overtly declaring an increase in the useful lives of assets is a
plausible manipulation the decreases depreciation expense and increases reported income.
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6. The model was implemented using the CLIPS environment (Giarrantano & Riley,
1989); it contains 72 production rules. Its working memory contains frames (sets of
property-value pairs) that represent the cues, their properties and values.

7. Surgical Product booked inventory held on consignment by others as sales. When the
unsold goods were returned to the company, they were treated as sales returns.

8. When more than one opinion is supported by the data of a case, the model concludes
the more severe opinion (e.g., when both misrepresented and unqualified1 are
supported, the program evaluates a misrepresentation).

9. A methodological alternative is to develop models of auditor types (as in Johnson,
Grazioli, Jamal, & Zualkernan, 1992). These models would take as input the four
fraud cases and for each case produce an outcome (misleading, unqualified1, or
unqualified). However, examination of subjects responses in Table 1 reveals that 21
different models of this sort would be required to fully account for the behavior of the
24 subjects. Only three subjects, in fact, have perfectly overlapping sets of (recat-
egorized) outcomes for the four cases. Based on these considerations we decided to
model subject/case interactions. This approach modifies (parameterizes) the compe-
tence model as a function of the bugs inferred from the behavior of each subject in
processing the two major manipulations of each case. Since the behavior with respect
to an individual cue can be characterized in nine different ways (e.g., no errors; error
A alone; error B and error D, etc.), it follows that the behavior of a subject with
respect to two cues is characterized in 81 different ways, corresponding to the
different combination of errors (93 9) made with respect to each cue. Each of these
81 different combinations corresponds to a specific set of bugs, which are inserted in
the competence model. Although the total number of possible models (81) is large,
this approach turns out to be more parsimonious since we have, in fact, an efficient
measure of the knowledge manifested by each subject on each case. This measure is
the set of errors committed by a given subject on each case (e.g., errors B, C, D for
one cue, and error A for the other cue). Hypotheses about specific bugs allow us to
convert errors into hypotheses about the subjects knowledge, and in turn, into specific
changes in the competence model. Once we have this knowledge and a given case, we
are able to predict individual subject success and failure at the fraud deception task
(Table 1) with remarkable precision.

10. To evaluate the stability of the knowledge that auditors bring to bear to the task
(irrespective of how correct or incorrect the knowledge is) we developed a measure
of error-pattern variability across cues and cases. For each subject, we first determined
a modal pattern of errors across the eight critical cues (e.g., no A, B, no C, D-see
Table 5). We then counted the differences between the modal pattern of errors and
each of the eight patterns manifested by the subject on each of the eight critical cues
in the cases. A subject that exhibited the same pattern of errors across all cues
received a count of zero; a subject that exhibited maximum variability in the patterns
of errors received a count of 16, which is the combinatorial maximum for four errors
and eight cues. The measure we computed is the ratio of the count of the observed
differences over its combinatorial maximum. We assume that a ratio equal to zero
indicates high stability of a subjects knowledge, and a ratio equal to 1 indicates high
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instability. For instance, the ratio of subject S2 (1/16) suggests high knowledge
stability when compared to the ratios of subjects S17 and S21, who had the highest
variability in our sample (10/16). On average, subjects had a ratio of 6.4/16. Corre-
lation analysis concluded that detection success and error-pattern variability are
negatively correlated (Pearlson coeff.5 20.64, p , 0.001). In theoretical terms,
unsuccessful individuals tend to repair their impasses in unstable ways.

11. S18 is the only subject that did not commit any of the errors tracked in this study and
selected an unqualified opinion. Six more subjects appeared to perform at a level
sufficient to succeed (Table 7), but did not. This behavior might be the result of an
unwillingness by these auditors to criticize the opinion of a colleague, or the unwill-
ingness to charge a client with a serious misrepresentations of their financial state-
ments. False alarms are costly; loss of the client is likely.

12. A detailed analysis of the cases comprising our experimental material revealed
evidence of other deception tactics (i.e., decoying, inventing, dazzling and mimick-
ing; Johnson, Grazioli & Jamal, 1993). These manipulations did not affect the main
cues in the cases.

13. By contrast, the criterion for generating inconsistencies is 5% of the reported oper-
ating income. Because of this smaller threshold, some detected inconsistencies led to
the generation of initial hypotheses that are later discarded by the hypothesis evalu-
ation process, which applies a 10% criterion. This feature of the model simulates the
behavior of the auditors that appeared to consider some cues as inconsistent, yet fell
short of generating explicit hypotheses about them.

14. When the auditor knows that the financial statements are misleading because they are
not prepared in conformity with GAAP, she must issue either a Non-GAAP opinion
or an adverse opinion, depending on the materiality of the item in question. If the
departure from GAAP has a material effect on the financial statements, the auditor is
required to issue a (Non-GAAP) qualified report. Auditing guidelines suggest that a
misstatement of 5 to 10% of net income before taxes should be considered material.
In the current paper, we use 10% of net income before tax (operating income) as a
base for determining materiality of a hypothesis, and 5% as a criterion for identifying
inconsistencies. If the departure from GAAP is “highly material” such that the
financial statements are pervasively misstated, then the auditor is required to issue an
adverse opinion. Auditing standards do not explicitly define what makes an item
highly material. The concept “highly material” suggests a much higher magnitude of
misstatement than 10% of net income before tax. The concept of pervasively mis-
stated suggests more than one individual misstatement. We operationalize the concept
of “highly material” as being any item or combination of items that exceed 40% of
net income before taxes (operating income).

Appendix A: case summaries

The manipulations in each fraud case were identified on the basis of articles in the
financial press and published reports of the Securities and Exchanges Commission (Account-
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ing and Auditing Enforcement Releases). We call the effects of these manipulations on the
cases ‘cues,’ because such cues can be used to generate the hypothesis that a fraudulent
manipulation has taken place.

In this research we focus on the processing of the two most significant cues in each case.
This focus was determined based on the results of a preliminary analysis of the relationship
between information processing errors and fraud detection performance (Johnson, Grazioli,
Jamal & Zualkernan, 1992b). The analysis suggested that success and failure in processing
the two major manipulations in each case was sufficient to explain more than 80% of the
variability in the behavior of subjects (auditors engaged in the task of fraud detection). A
description of the cases and the cues follows.

Pharmaceuticals, Inc.is based on a company called Generics Corporation of America.
The company was the subject of an SEC enforcement release. The SEC objected to two
substantive issues in this case. First, the company had capitalized an internally generated
asset called a mailing list, even though the generally accepted accounting principles (GAAP)
require such items to be expensed. Second, the company failed to write off obsolete
inventory. The company’s drug inventory was difficult to sell or not legal to sell because it
was outdated.

Surgical Products, Inc.is based on a company called U. S. Surgical Corporation. This
company was also the subject of an SEC enforcement release. The SEC identified two critical
issues: operating expenditures were improperly capitalized as molds and dies, and R&D
expenditures were improperly capitalized. The SEC enforcement release raised several
additional issues: goods shipped with right of return were recorded as sales, and inventory
values were inflated by valuation based on inappropriate prices.

Big John’s Electronic Sales, Inc.is based on a company called Crazy Eddy Inc., which
was also the subject of an SEC enforcement release. The case contains two major issues.
First, pre-opening costs were capitalized and then amortized over a five-year period-a very
questionable practice. Second, inventory was overstated due to recording of fictitious items.

America’s Family Video Storeis based on a company called Blockbuster Entertainment.
The case has two major issues. The first issue involves questions regarding the propriety of
a change in depreciation policy for videocassette rental inventory. The second issue involves
amortization of Goodwill over a long period of time (40 years), which may not be realistic
for a video cassette rental business. There was a debate among several financial analysts
regarding the propriety of these accounting methods in the financial press (Wall Street
Journal, Forbes, and Fortune). The company’s stock price declined substantially as a result
of this controversy, which was also a source of embarrassment for the company’s indepen-
dent auditors.

Appendix B: coding process

The procedure used to code subjects’ protocols was conducted by individuals knowledge-
able in the domain of auditing and familiar with the case materials. The first step in this
procedure consisted of separating protocols into episodes defined by the processing of one
or a small number of cues in the task materials (e.g., inventory, or R&D). Episodes were then
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classified into one of ten coding categories (C1 through C10) based on episode content
(Jamal, 1991).

The first two coding categories (C1 and C2) reflected either the intentional violation of
Generally Accepted Accounting Principles-GAAP (i.e., principles that specify how to fairly
represent a company (C1)) or violation of GAAP without explicit comments about inten-
tionality (C2). The next three categories (C3 through C5) were based on verbalizations that
expressed the possibility of a mistake in applying GAAP to a specific transaction or event
(C3), the presence of uncertainty about the values of certain transactions and events (C4), or
the presence of uncertainty about the ability of a company to continue its normal operations
as a going concern (C5).

The last five categories (C6 through C10) were based on verbalizations about the
presentation or disclosure of specific items in the financial statements. C6 was used if the
subject verbalized that presentation or disclosure of financial information lacked consistency
in the application of accounting policies. C7 was used if the subject suggested that disclosure
was insufficient. The other three categories were used when the subject identified or
attempted to characterize deficiencies found in the financial statements based on the gener-
ation of a representation of the company (C8), the identification of an item that violated the
subject’s expectations (C9), or operating conditions used to explain violation of an expec-
tation (C10).

Coding categories were augmented by recording two additional pieces of information for
each subject: 1) whether the subject evaluated the magnitude (materiality) of an identified
violated expectation, and 2) whether the subject combined available evidence to reach a final
outcome.

Reliability of the coding scheme was assessed by repeating the coding with a second
individual (knowledgeable in the domain of auditing) and calculating an appropriate statistic
of interrater agreement. Due to the large volume of protocols, a stratified random sample of
protocols was selected for purposes of the reliability analysis. The sample contained at least
one protocol for each of the 24 subjects in the sample.

The average agreement between coders was 90% for cue identification, 74% for cue
interpretation, and 84% for subject’s final conclusions. Interrater reliability coefficients
(Cohen’s K-Cohen, 1960) ranged from 0.71 to 0.80 (p , 0.0001). Differences in scoring
were resolved by discussion between the two coders. The results of the reliability analysis
were within the range commonly found in the field (Ericsson & Simon, 1993), and similar
to what has been obtained in investigations of problem solving in auditing and other
professional domains (e.g., Johnson, Duran, Hassebrock, Moller, Prietula, Feltovich &
Swanson, 1981; Johnson, Grazioli, Jamal & Zualkernan, 1992).

The final step in the protocol coding procedure generated error codes (Error A, B, C, and
D) for each subject on each case. For each protocol, the episode involving the two major
manipulations in each case (listed in Appendix A) were identified and evaluated using the
following rules:

Rule A: If a cue was not coded according to the procedures described above, it was
inferred that the subject did not heed it (Error A-activation error).

Rule B: Coding categories C3 through C10 were considered evidence for hypothesis
generation errors (Error B). More specifically, coding categories C3 through C5 were
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considered evidence that the subject generated an “error in accounting” hypothesis. Cate-
gories C6 through C10 were considered evidence that the subject generated an “insufficient
disclosure” hypothesis. Both hypotheses are incorrect.

Rule C: If a cue was coded as non-material according to the procedures described above,
a hypothesis evaluation error was inferred (Error C).

Rule D: If the subject did not combine an identified cue with other available evidence, a
global assessment error was inferred (Error D). This was done regardless of the correctness
of the specific outcome reached by the subject.

The error coding shares the same reliability of the protocol coding, since the four rules do
not require coder’s judgment.

Appendix C

The competence model implements the proposed theory and is rooted in previous work
(e.g., Johnson et al., 1992). The model is composed of four processes: activation, hypothesis
generation, hypothesis evaluation, and global assessment.

Activation:The process of activation generates expectations forcuesin a set of financial
statements (e.g., inventory), compares each cue with its expectation and, based on this
comparison, generatesinconsistencies(e.g., ‘the inventory level is too high’). Inconsistencies
are symptoms of possible anomalies in the accounting process that produces the financial
statements. Cues are categories of information that could be used as symptoms of manipu-
lation in the cases shown in Table 1 (see Appendix B for a list). Cues were identified with
the help of a domain expert familiar with the cases.

For each cue the activation process generates a numerical expectation. These expectations
are represented by simple linear functions of past values of the cue, elaboration of other cues
(e.g., computation of rate-of-change), and industry constants. As an example, the expected
value of inventory is computed by multiplying the past value of inventory times the rate of
growth in sales.

Each cue and its expectation are compared. Whenever this difference is larger than a
specified criterion value, the cue value is labeled as inconsistent. The criterion value assumed
here (5% of reported net income) is derived from previous work on studies of auditor
behavior and from professional guidelines. Additional examples, as well an analysis of the
procedures for generating expectations and comparing them to the actual values can be found
in Johnson, Grazioli and Jamal (1992).

Hypothesis generation:Cues inconsistent with expectations need to be explained. Hy-
pothesis generation is the process (see Fig. 1) that generates initial hypotheses to explain
inconsistencies detected in the financial statements for each of the four fraud cases.

Inconsistencies are explained by unexpected variations in the economic conditions un-
derlying the company’s reported financial data (e.g., an unexpected surge in market prices),
or by anomalies in the accounting process that produced these data. Here we focus on the
second type of explanation. We assume that inconsistencies admit three alternative types of
explanation: 1) manipulations of the accounting process, 2) errors in accounting, and 3)
insufficient disclosure. Correspondingly, the output of the hypothesis generation process is
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the hypothesis that, 1) a financial deception has been attempted (deception hypothesis), 2) an
error in accounting has occurred (accounting error hypothesis), or 3) disclosure of financial
data are insufficient (insufficient disclosure hypothesis). The hypothesis generation process
assigns one of these three hypotheses to each detected inconsistency.

Hypotheses about deception are generated by the detection tactics. Each detection tactic
is represented as a schema containing conditions that are matched against features of detected
inconsistencies, plus features of other cues in the financial statements under examination (see
Fig. 2). As described above, each schema includes three conditions: existence of an incon-
sistency, functionality, and feasibility. The deception hypothesis is generated only when all
conditions of a schema are satisfied.

Hypothesis generation begins by applying each detection schema to each inconsis-
tency. If the conditions in the schema are satisfied, a deception hypothesis is generated
for that inconsistency. If no schema applies, then either an insufficient disclosure
hypothesis or an accounting error hypothesis is generated. An insufficient disclosure
hypothesis is generated when the inconsistency cue is related to a note to the financial
statements (e.g., a change in accounting policies); otherwise, an accounting error hy-
pothesis is generated as a default.

The existence of an inconsistency is the condition that triggers the schema instantiation
process. The second condition (functionality) is satisfied when the triggering inconsistency
contributes to the achievement of one of the goals ascribed to management. To establish
which goal to ascribe, the model examines the classification of inconsistent cues in the
financial statements. If a given inconsistent cue is a revenue (an expense) and is larger
(smaller) than expected, then the possible goal of overstating income is assigned to man-
agement. If it is an asset (a liability) and is larger (smaller) than expected, then the possible
goal of overstating assets or owner’s equity is generated.

The third condition (feasibility) is satisfied when a plausible manipulation that explains
the inconsistency is available. We derive a set of specific manipulations from analysis of the
deception tactics, existing literature (e.g., Schilit, 1993), and knowledge of the manipulations
contained in the cases shown in Table 1. For the cases in Table 1, this set of tactics consists
of double play, repackaging and masking manipulations (see Table 2).12

Manipulations are associated with specific cues on the basis of categorization of cues in
the financial statements (e.g., as an asset, or expense). Overt changes in accounting policies
reported in notes to the financial statements are assumed to be symptoms of double-play
manipulations, arguably because management disclosed the manipulation in an attempt to
induce the auditor to dismiss it. Inconsistent asset balances are assumed to be symptoms of
repackaging manipulations, in which the asset is intentionally misclassified to obtain a more
favorable accounting treatment. Finally, inconsistent expense balances are assumed to be
symptoms of masking manipulations, in which management either failed to record the
expense, or introduced a malicious error in its computation.

The output of the hypothesis generation process is an initial (i.e., subject to evalua-
tion) set of hypotheses. These hypotheses are the input to the next subprocess, which
evaluates them.

Hypothesis evaluation:The initial hypotheses generated by the model need to be con-
firmed. The process of hypothesis evaluation produces confirmed hypotheses on the basis of
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the materiality of the inconsistency associated with each hypothesis. The type of hypothesis
suggests the nature of the test for materiality for each inconsistency. Error and disclosure
hypotheses are evaluated on the basis of the magnitude (a dollar value) of the difference
between the value of the inconsistent cue and its expectation.

Detection tactics contain guidance about what to do to test the hypothesis that a
deception has been attempted (see Fig. 2). The antimasking tactic, which responds to
manipulations based on erasing the core of the deception (say, a cost) from the auditor’s
environment, prescribes re-evaluating the environment under the provisional assumption
that the core is present (the cost was sustained and not reported). The antidouble play
tactic prescribes not explaining away weak symptoms of anomaly just because they are
explicit, or because they are individually weak. The antirepackaging tactic prescribes
recategorizing the items that may have been miscategorized under a worst-case scenario
assumption.

Accordingly, a measure of the magnitude of the inconsistency (its dollar value) is
computed following the above prescriptions. For the anti-double play hypothesis the entire
dollar amount of the inconsistency is considered anomalous. For anti-masking and anti-
repackaging only the difference between the expectation and the actual value is considered
anomalous.

After these dollar values are assigned, the initial hypotheses are individually evaluated
against a criterion for materiality. From auditing textbook guidelines and previous
research (Arens & Loebbecke, 1993; Johnson, Grazioli & Jamal, 1992), we adopt a
criterion for materiality for individual hypotheses equal to 10% of net operating in-
come.13 Hypotheseswhose associated value is higher than the criterion are labeled ‘material’
and considered accepted.

Global assessment:Material hypotheses about individual inconsistencies need to be
composed in a final assessment. The global assessment process proposed here aggregates and
evaluates confirmed hypotheses to produce an outcome that expresses the extent to which the
financial statements of the company are a fair representation of its underlying economic
condition. The output of the global assessment process is one of the three possible outcomes:
‘misleading,’ ‘unqualified with additional paragraph’ (shortened as ‘unqualified1’) and
‘unqualified.’

The outcome for a case is selected either on the basis of an individual hypothesis, or on
the basis of aggregate (i.e., combined) hypotheses (Johnson, Grazioli & Jamal, 1992).
Outcome selection from individual hypotheses is straightforward. If an individual deception
hypothesis is material, the global assessment process selects a ‘misleading’ outcome. If
business continuity is in doubt, consistency is lacking and/or uncertainties are material, the
process selects an ‘unqualified1’ outcome. If no hypotheses about anomalies are accepted,
an ‘unqualified’ outcome is rendered.

Aggregate evaluation is performed by first cumulating for each type of hypothesis
(deception, error, and disclosure), the dollar value associated with that type and then testing
these values against a criterion for aggregate materiality. As in previous models, we assumed
40% of the operating income as a criterion (Johnson, Grazioli & Jamal, 1992). If any
aggregate hypothesis set is material, the global assessment process selects a misleading
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outcome.14 In case that the data in a case support two alternative outcomes, the model selects
the most serious (worst case scenario).
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